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Abstract

Reduction of harmful impact on the environment caused by rapid development of a fossil
fuel-powered society is one of the most significant global challenges. The combustion-related
pollutants such as sulfur oxides and nitrogen oxides stand among the most harmful ones due to
large amounts of emissions discharged globally. The advanced models that provide insight into
pollutant production and removal processes can be useful in designing new, more sustainable
technology. Numerical models presented in this work aim to improve the calculation accuracy
and efficiency for complex physicochemical processes of nitrogen oxides formation during the
combustion of pulverised fuels, as well as the calculation of sulfur dioxide removal from flue
gases by seawater absorption in spray droplets and liquid wall film.

The chemical processes of absorption in droplets were modelled for pure water by a sim-
plified chemical model accounting for the reactions in the aqueous phase, and additionally for
seawater, by introducing the influence of alkalinity that increases the absorption potential. The
second part of absorption modelling is the mass transfer dynamics, and it was described by two
film theory. It separates the influence of resistances for the interface’s liquid and gas side. For
droplets falling in the stream of rising gases, determining the mass transfer can be an issue,
and the penetration theory was selected as the most suitable among the implemented models
for the dominant liquid side mass transfer coefficient. Furthermore, to account for all of the
relevant processes, the absorption of sulfur dioxide in wetted walls was also modelled by adopt-
ing an analogous approach. The main difference is in the implementation of the mass transfer
model, as the hydrodynamic processes influencing the liquid wall film are different. The used
approach is based on dimensionless parameters and hydrodynamic characteristics of wall film.
The developed and implemented models were validated against experimental data obtained in
the literature for simplified geometries and industrial cases. The comparison showed that the
model is capable of replicating experimental results for different geometries, range of sulfur
dioxide concentrations and liquid-to-gas ratios.

Additionally, the nitrogen oxides’ formation was modelled with the aim of accurately pre-
dicting their concentrations in pulverised solid fuel combustion systems. The Euler-Lagrangian
approach was also used for describing the multiphase flow of fuel particles, and the combustion
model was augmented by addition of a nitrogen oxides’ production model. Thermal and fuel
production pathways were included, but the fuel nitrogen pathway was modified by the addition
of partitioning factor that accounted for changing influences of different pathways. Then, the
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Abstract

experimental analysis of bituminous coal was performed on a TG-MS system and by applying
a derived method for quantifying the fuel nitrogen partitioning. Finally, the obtained experi-
mental data was used in numerical simulations of a drop tube test, resulting in nitrogen oxides’
concentrations comparable with the ones reported in the literature.

Keywords: flue gas desulfurisation; seawater desulfurisation; absorption modelling; mass
transfer coefficient; droplet absorption; wall film absorption; spray scrubbers; SOx; pulverised

fuel combustion; nitrogen oxides formation; fuel nitrogen; fuel nitrogen partitioning NOx

v



Pro²ireni saºetak

Zaustavljanje štetnog utjecaja na okoliš i uklanjanje posljedica nastalih zbog neodrživog
rasta ljudske civilizacije jedan je od najvažnijih ciljeva današnjice. To je razlog zašto se nameću
sve stroža ograničenja po pitanju emisija polutanata ispuštenih u okoliš, a za poštivanje tih
ograničenja bit će potrebno razviti i konstruirati nova i efikasnija tehnološka rješenja, a stara
zamijeniti održivijima. Korištenje naprednih alata za razvoj proizvoda bit će neizostavno za
postizanje tih održivih ciljeva, a jedan od alata jest i računalna dinamika fluida.

Plinovite emisije dušikovih i sumporovih oksida spadaju med̄u najznačajnije polutante nas-
tale izgaranjem fosilnih goriva zbog njihovog štetnog utjecaja na zdravlje ljudi, nastanak kiselih
oborina i troposferskog smoga, ali i zbog – u apsolutnom mjerilu – značajnih količina ispuštenih
u okoliš. Stoga su numerički modeli koji opisuju ponašanje tih onečišćujućih tvari važni za
njihovo smanjenje i kontrolu. Dušikovi i sumporovi oksidi nastaju pri izgaranju fosilnog goriva
zbog njegovog sastava ili parametara izgaranja, a pri njihovom nastanku, širenju ili uklanjanju
odvijaju se kompleksni kemijski i fizikalni procesi.

Jedan od često korištenih pristupa za smanjenje emisija sumporovog dioksida u dimnim
plinovima je mokro odsumporavanje, gdje se struja onečišćenih plinova dovodi u kontakt s
kapljevinom s apsorbirajućim kapacitetom. Scrubberi su takvi kontaktori u kojima se ostvaruje
velika specifična površina izmed̄u faza, često ubrizgavanjem spreja apsorbirajuće kapljevine. I
obična voda ima svojstvo apsorpcije sumporovog dioksida, ali lužnate otopine povećavaju kapa-
citet. Morska se voda, zbog blago lužnate pH vrijednosti i prirodnog alkaliteta, može koristiti
kao apsorbirajuća kapljevina, što omogućava primjene u brodskim i priobalnim aplikacijama.
Za opis ovog procesa bitno je točnim modelom obuhvatiti kemijske reakcije u vodenoj fazi, kao
i fizikalni prijenos mase preko granice sustava.

Kemijske reakcije mogu biti opisane sustavom jednadžbi za sve reaktivne vrste, čije rješenje
daje vrijednosti ravnotežnih koncentracija. One zapravo pokazuju potencijal za apsorpcijom,
a da bismo izračunali dinamiku uklanjanja sumporovog dioksida, potrebno je modelom opi-
sati prijelaz mase izmed̄u faza. U okvir modela dvofaznog strujanja implementiran je model
dvaju filmova, koji otpor prijelazu mase dijeli na utjecaj plinovite i kapljevite faze. Ispitani su i
implementirani modeli za računanje koeficijenta prijelaza mase, a za kapljevitu stranu koja je do-
minantna korištena je penetracijska teorija. Predstavljeni model validiran je prvo za slučaj jedne
kapljice, a zatim i prema eksperimentalnim podacima za pojednostavljenu geometriju scrubbera.
Rezultati simulacija su pokazali veoma dobro slaganje s eksperimentom, kako za običnu, tako i
za morsku vodu. Za slučaj industrijske geometrije s velikim omjerom toka kapljevine u odnosu
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na dimne plinove, rezultati simulacija se nisu poklapali s eksperimentalnim rezultatima iznad
90%, što je objašnjeno značajnijim utjecajem filma kapljevine na stijenci. Stoga je implemen-
tiran i ispitan model analogan prijašnjem, samo prilagod̄en računanju prijelaza mase u film
kapljevine prema drugačijim hidrodinamičkim parametrima. Kad je model apsorpcije u film bio
uključen, rezultati su bili u boljem slaganju s eksperimentalnim podacima za slučaj industrijskog
scrubbera.

S druge strane, smanjenje dušikovih oksida često se pokušava ostvariti modifikacijama sus-
tava izgaranja, tako da se postignu uvjeti koji su nepovoljni za njihov nastanak. Zbog toga je
detaljniji uvid u kemijske reakcije i puteve nastanka izuzetno koristan, jer omogućava smanjenje
polutanata tijekom njihovog nastanka. U sustavima izgaranja praškastog goriva, čestice koje
ulaze u komoru izgaranja prolaze kroz složene transformacije, ugrubo podijeljene na zagrijava-
nje, sušenje, devolatilizaciju, te zapaljenje hlapljivih kemijskih vrsta i preostale čad̄e. Njihovo
gibanje opisuje se Euler-Lagrangeovim pristupom za dvofazno strujanje, a izgaranje čestica opi-
sano je izmjenom mase i kinetikom kemijskih reakcija. Na taj numerički okvir za modeliranje
izgaranja nadograd̄en je numerički model nastajanja dušikovih oksida.

Kemijske reakcije i mehanizmi nastanka dušikovih oksida kompleksni su i ne u potpunosti
razjašnjeni procesi, a pokušaji predvid̄anja koncentracija polutanata na temelju sastava goriva ne
daju zadovoljavajuće rezultate. Njihovo formiranje izrazito ovisi o uvjetima izgaranja kao što su
temperatura, sastav plinovite faze i goriva, veličina čestica te pretičak zraka. Nastanak dušikovih
oksida uglavnom se dijeli na tri mehanizma: termalni, promptni te NO iz goriva. Termalni
NO nastaje pri visokim temperaturama uslijed disocijacije molekularnog dušika iz zraka te je
značajan pri visokim temperaturama.

Produkcija i destrukcija dušikovih oksida iz goriva još uvijek nije u potpunosti shvaćen feno-
men, unatoč većem broju provedenih istraživanja, a u sustavima izgaranja praškastog goriva ima
dominantni utjecaj. Postojeći model nastanka NO iz goriva unaprijed̄en je upotrebom faktora
raspodjele dušika iz goriva prema načinu doprinosa sveukupnom NO. Tako imamo doprinos
preko hlapljivih komponenata goriva ili preko oksidacije koksnog ostatka u heterogenim reakci-
jama na površini čestica. Takod̄er, dušik iz goriva dijeli se i prema posrednoj kemijskoj vrsti koja
na kraju sudjeluje u nastanku NO, tako da su dvije najznačajnije posredne kemijske vrste HCN i
NH3, a njihov omjer ovisi o parametrima poput temperature, vrste goriva i vrste komore izgara-
nja. Kako bi rezultati simulacija bili što točniji, napravljena su eksperimentalna istraživanja na
ugljenu koja su pokazala da je omjer HCN i NH3 pri pirolizi u TG-MS sustavu otprilike jednak,
ali da je utjecaj oksidacije koksnog ostatka značajno jači od utjecaja hlapljivih tvari za HCN.
Za potrebe pribavljanja ovih rezultata, modificirana je i upotrijebljena metoda kvantificiranja
kvalitativnih podataka iz signala masene spektroskopije. Ovi rezultati su spojeni s modificiranim
modelom nastanka dušikovih oksida iz goriva te uspored̄eni s eksperimentalnim istraživanjima,
što je pokazalo da je korištenjem faktora raspodjele dušika iz goriva model unaprijed̄en te da
sa zadovoljavajućom točnošću reproducira koncentracije NO u dimnim plinovima koji izlaze iz
komore izgaranja.
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HIPOTEZE I CILJEVI
Hipoteza ovog rada je da će novi i unaprijed̄eni matematički modeli omogućiti detaljan i

numerički učinkovit izračun kompleksnih fizikalno-kemijskih procesa nastanka dušikovih ok-
sida pri procesu izgaranja krutog goriva te uklanjanja sumporovog dioksida iz dimnih plinova
apsorpcijom u kapljicama i filmu morske vode na stijenci.

Ciljevi istraživanja su unapred̄enje i implementacija novih modela za nastanak dušikovih
oksida pri procesu izgaranja krutog praškastog goriva te razvoj matematičkog modela apsorpcije
sumporovih oksida u vodene kapljice i film kapljevine na stijenci, s krajnjim ciljem dobivanja
sveobuhvatnog alata za istraživanje uklanjanja polutanata u realnim sustavima izgaranja.

METODE I PREGLED DISERTACIJE
Ovaj rad numerički opisuje fizikalne i kemijske procese vezane za nastanak dušikovih oksida

pri izgaranju praškastog goriva, kao i modele uklanjanja sumporovih oksida iz dimnih plinova
sustava za izgaranje apsorpcijom u kapljice spreja ili film kapljevine na stijenci. Matematičkom
nadogradnjom postojećeg numeričkog okvira temeljenog na zakonima održanja fizikalnih ve-
ličina postignuto je unapred̄enje modela za opisivanje relevantnih procesa. Kapljice i čestice
goriva su kao diskretna faza opisane korištenjem Lagrangeove formulacije, a plinovita se faza
rješava Eulerovom formulacijom unutar komercijalnog programskog paketa za računalnu dina-
miku fluida AVL FIRETM, baziranom na metodi kontrolnih volumena. Razvijeni matematički
modeli implementirani su u programskom jeziku FORTRAN upotrebom korisničkih funkcija
povezanih s glavnim rješavačem. Poveznica s ostalim transportnim jednadžbama, modelom
izgaranja i spreja ostvarena je modifikacijom izvora i ponora fizikalnih veličina.

Eksperimentalno istraživanje provedeno je s ciljem odred̄ivanja raspodjele dušika iz goriva na
mehanizme nastajanja posrednih kemijskih vrsta i posljedično dušikovih oksida. Primijenjena je
nova metoda kvantifikacije uzoraka prema kvalitativnim rezultatima simultane termogravimetrij-
ske analize i masene spektrometrije, a navedeni modeli omogućuju detaljniji uvid u mehanizme
nastanka dušikovih oksida i unapred̄enje numeričkih izračuna sustava za izgaranje.

Konačni cilj rada bio je dobivanje sveobuhvatnih numeričkih modela koji sa zadovoljavaju-
ćom točnošću reproduciraju eksperimentalne podatke.

U poglavlju 1 dan je pregled literature i motivacija za izradu rada, kao i uvid u recentna
znanstvena istraživanja vezana za modeliranje onečišćujućih tvari.

U poglavlju 2 izloženi su matematički modeli računalne dinamike fluida primijenjeni u ovom
istraživanju, dajući tako kratak opis numeričkog okvira korištenog za implementaciju modela.
Posebno su obrad̄eni Euler-Lagrangeov pristup te metoda diskretnih kapljica koje služe za opi-
sivanje dvofaznog toka. Takod̄er, obrazložena je prikladnost korištenja pristupa koncentriranih
parametara za modeliranje spreja, kao i osnovne jednadžbe za modeliranje ponašanja kapljica.

Poglavlje 3 usredotočeno je na razvoj modela apsorpcije sumporovog dioksida u običnoj i
morskoj vodi, te izlaže temelje modeliranja kemijskih procesa u vodenim otopinama pod ravno-
težnim uvjetima. Prikazani su sustavi kemijskih jednadžbi med̄u kemijskim vrstama koje sadrže
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sumpor, kao i posebnosti pri modeliranju kemijskih reakcija u morskoj vodi. Nakon toga, fokus
je prebačen na problematiku modeliranja prijenosa mase preko granice izmed̄u plinovite i kap-
ljevite faze. Glavni fizikalni procesi koji utječu na prijenos mase su recirkulacija u kapljicama,
turbulentno strujanje, oscilacije kapljica i rastezanje površine, što zajedno čini kompleksan skup
faktora. Izloženi su pojednostavljeni modeli te su rezultati dobiveni njima uspored̄eni na razini
jedne kapljice. Kasnije su odabrani modeli za kapljevitu i plinovitu stranu primijenjeni na ci-
jeli sprej te su validirani na pojednostavljenim i kompletnim trodimenzionalnim slučajevima s
realnim graničnim uvjetima.

U poglavlju 4 izložen je rad vezan za modeliranje nastanka polutanata pri izgaranju krutog
goriva. Prikazan je pregled prijašnjih istraživanja i korištenih modela, kao i pregled uobičajenih
pristupa modeliranju procesa nastanka dušikovih spojeva. Ovo poglavlje detaljno analizira me-
hanizam nastanka NO iz dušika sadržanog u gorivu te prikazuje kemijske reakcije i posredne
vrste u kemijskom mehanizmu. Kako bi se zaobišla izrazita ovisnost mehanizma nastanka du-
šikovih oksida o vrsti izgaranja, temperaturi, vrsti ugljena i ostalim parametrima, napravljena
je eksperimentalna analiza ugljena gdje su pribavljeni podaci o raspodjeli dušika sadržanog u
gorivu na posredne kemijske vrste HCN i NH3, kao i na volatile i oksidaciju krutog ostatka.
Primijenjena je nova metoda za kvantifikaciju raspodjele iz kvalitativnih rezultata pribavljenih
vezanim sustavom simultane termogravimetrijske analize i masene spektrometrije (TG-MS).
Konačno, ti eksperimentalni rezultati spojeni su s numeričkim modelom i iskorišteni pri provo-
d̄enju numeričkih simulacija, a rezultati modela su validirani s eksperimentalnim rezultatima za
koncentracije NO.

U poglavlju 5 prikazan je zaključak na temelju dobivenih rezultata provedenog istraživanja,
kao i smjernice te preporuke za daljnji rad.

ZNANSTVENI DOPRINOS I ZAKLJUČAK
Znanstveni doprinos rada vidljiv je u unapred̄enju alata za modeliranje uklanjanja i nastaja-

nja onečišćujućih tvari pri izgaranju goriva. Glavni dio istraživačkog rada fokusiran je na razvoj
i unapred̄enje numeričkog modela odsumporavanja dimnih plinova i njegovu implementaciju u
okvir računalne dinamike fluida, što će omogućiti lakši razvoj tehnoloških rješenja za uklanjanje
sumporovog dioksida u brodskim i priobalnim primjenama. Drugi je dio rada usredotočen na
modeliranje nastanka dušikovih oksida prilikom izgaranja praškastog goriva, gdje je mehani-
zam za opisivanje njihovog nastajanja unaprijed̄en i modificiran ponderiranim faktorima prema
eksperimentalnoj analizi goriva simultanom termogravimetrijskom analizom i masenom spek-
trometrijom. Pritom razvijeni model omogućuje detaljnije opisivanje nastanka dušikovih oksida
i unapred̄enje sustava za izgaranje

Znanstveni doprinosi istraživanja su sljedeći:

• Razvoj i implementacija sveobuhvatnog modela apsorpcije sumporovog dioksida iz dim-
nih plinova u kapljice spreja i film kapljevine na stijenci za običnu i morsku vodu, upo-
trebljiv za unaprjed̄enje procesa odsumporavanja u industrijskim primjenama.
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• Numerički model nastanaka dušikovog monoksida pri izgaranju praškastog goriva prila-
god̄en korištenjem ponderiranih faktora utjecaja posrednih kemijskih vrsta u mehanizmu
nastanka polutanata, dobivenih primjenom nove metode kvantifikacije rezultata simultane
termogravimetrijske analize i masene spektrometrije.

Ključne riječi: odsumporavanje dimnih plinova; odsumporavanje morskom vodom;
modeliranje apsorpcije; koeficijent prijelaza mase; apsorpcija u kapljicu; apsorpcija u film
kapljevine; scrubberi sa sprejom; SOx; izgaranje praškastog goriva; nastajanje dušikovih

oksida; dušik iz goriva; raspodjela dušika iz goriva; NOx
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Chapter 1

Introduction

1.1 Motivation and General Overview

Climate change stands as one of the most significant challenges humanity has ever faced, and
the response to its perils and the actions in the next decades have the potential to shape the future
for the generations to come. The world is still mainly powered by fossil fuels – energy needs are
being met primarily by utilising coal and natural gas in power plants, and oil is dominating the
transport sector. Further extensive use of fossil fuels is not feasible due to harmful emissions of
pollutants and greenhouse gases and their impact on the environment, and the transition towards
more sustainable technologies and energy sources is already underway. The focus is divided
into three main directions: increasing the share of renewable energy sources; reducing energy
consumption by improving energy efficiency and improving the existing technologies to reduce
their impact on the environment.

Although the transition to cleaner, more sustainable energy sources and technology is in-
evitable, there is still uncertainty regarding the dynamics of their adoption and implementation.
Part of the insecurity lies in the unclear future of the best technologies, and some in within
the unclear legal and financial frameworks of the future energy systems. Finally, a part of the
conventional technologies will retain their current status in the nearby future for specific appli-
cations, such as baseload power plants or using oil-based fuels in heavy-duty maritime and air
transport. Thus, besides the development of new technologies and ideas, additional effort will be
needed for upgrading existing technologies, improving their efficiency and making them more
sustainable.

During the last decades, along with the rise of available computational resources, computer-
aided engineering became prevalent in research and development of new technologies. The
usage of computational fluid dynamics (CFD) has outgrown its initial development for fluid
flow simulations, as researchers are increasingly applying it for diverse applications. It is being
used for modelling combustion phenomena, multiphase flows, spray and liquid film formation,
heat and mass transfer modelling, biotechnology, complex chemical reactions and more. It has
become ubiquitous in the development of new technologies, where it facilitates the design pro-

1



Chapter 1. Introduction

cess in synergy with experimental research, reducing the required time and number of costly
experimental setups. Additionally, coupling of the CFD with experimental investigations offers
the benefit of insight into conditions and processes not readily available via the experimental
measurements, such as high temperatures, harmful atmospheres and chemical reactions. Just
as well, the fast-occurring phenomena such as combustion and turbulence, or conditions inside
particles and droplets which are delicate and hard to observe can be investigated into fine details.
The CFD is especially useful in modelling the reactive and multiphase fluid flows, combus-
tion processes and heat and mass transfer modelling, which are an integral part of the power
engineering applications.

The main focus is on the reduction of pollutants originating from the combustion of fossil
fuels, among which are carbon, nitrogen and sulfur oxides, together with a high number of other
toxic substances. Two main approaches are used for pollutant reduction in practical applications.
First one is focused on the formation side, where the efforts are made on prevention of pollutant
formation. This is achieved either by using better fuels that burn more cleanly or by modifying
the conditions in combustion chambers of boilers and furnaces to avoid the conditions suitable
for chemical reactions producing the harmful reactant species. The second approach includes
the pollutant removal processes and techniques that clean the flue gases exiting the combustion
chamber, which vary depending on the pollutant that is being removed.

Formation and removal of pollutants depend on a wide range of phenomena and modelling
both of the approaches encompasses a numerical description of intricate physical and chemical
processes co-occurring and on small timescales. Numerical models used must be accurate,
capture all the relevant mechanism, while keeping the computational intensity at the level low
enough to allow for the use in research and development. In the CFD, fluid flow is the underlying
process that influences pollutant formation, as it controls the spatial and temporal distribution
of heat and mass. Transport of chemical species is required as the foundation for the modelling
of chemical reactions governed by chemical kinetic mechanisms. Multiphase flow models
enable coupling of the discrete phase with the fluid flow simulations, allowing for the accurate
representation of the spray phenomena and the solid fuel particles in the computational domain.

Furthermore, the combustion of fuels is crucial for the power systems, where intensive and
fast chemical reactions occur, consuming fossil fuel and producing energy and products. Due to
impurities and chemical composition of the fuel, harmful pollutant species such as nitrogen and
sulfur oxides are formed during combustion. Their formation and removal can be modelled by
the homogeneous and heterogeneous chemical reactions and the interactions with the discrete
phase – droplets and particles. The processes mentioned above encapsulate the majority of
models needed for a complete description of the pollutant formation and removal. The coupling
between models is crucial, since the phenomena influence one another. Thus, pollutant formation
and removal are a combination of a complex and interdependent set of processes, and their
modelling presents a difficult challenge.

Therefore, this work will focus on developing and improving mathematical models for
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accurate and efficient calculation of the complex physical and chemical processes of pollutant
formation and removal for fuel combustion. The goal of this thesis is twofold: to improve
the nitrogen oxides formation model during the solid fuel combustion in practical combustion
systems; and to develop and implement the sulfur dioxide removal model from flue gases by
absorption in water droplets, applicable for the industrial desulfurisation processes.

1.2 Overview of the Pollutant Emissions

The modern world relies on vast amounts of energy for powering the growing industry,
enabling trade across the globe, and for keeping the pace with improving the quality of living for
an increasing number of people. Unfortunately, together with the increasing energy production,
transport volume and number of people comes the pollution of the environment, and significant
efforts are being made in a wide variety of fields to alleviate this impact.

The better part of human progress since the industrial revolution is owned to the presence
of cheap and available fuel which has been a basis of heat and power generation. The initially
unregulated use of fossil fuels — first coal and then also oil and gas — has led to the present
situation where more than 80% of the world’s 14 Gtoe total energy production is supplied from
the fossil fuel sources whose exploitation negatively impacts the environment. However, it
seems that the situation and the sentiment towards environment protection are slowly changing.
Major movements for reducing the human-made impact on the environment were initiated by the
scientific community and then accepted by the public during the last decades. Possibly the first
such significant movement was the recognition of toxic effects of tetraethyllead used in gasoline
engines, after which the chemical was gradually excluded from use in engines. Another example
was the acknowledgement of ozone layer depletion due to emissions of chlorofluorocarbons used
for refrigerants, propellants and solvents, which sensitized the public and resulted in a worldwide
movement and ban of these harmful substances. More recently, the so-called 20-20-20 climate
and energy targets in the European Union set the collective goals for the improvement of energy
efficiency, the share of renewable energy sources and the reduction of greenhouse gases. The
last one is a part of the probably most important objective, which is the mitigation of climate
change and the global warming, that has a potential to increase the average global temperatures,
significantly alter the global weather and drastically impact the future. Several other agendas
for the reduction of impact on the environment will probably gain more attention in years to
come, such as loss of biodiversity and species extinction, deforestation and depletion of natural
resources, soil degradation, ocean acidification and the microplastics in water and environment.
These issues impacting the environment will have to be tackled in a global pursuit of a sustainable
future.

The 2016 Paris Agreement is a result of combined international efforts to combat the climate
change and aims to limit the increase of average temperatures below 1.5 °C compared to the
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pre-industrial levels while acknowledging the requirements of the less-developed countries [1].
Although the need for prompt actions is evident, the processes and the changes are still quite slow,
and there exists significant inertia of existing systems and involved parties. Carbon dioxide (CO2)
concentration in the air reached 410 ppm [2], the highest values since the industrial revolution,
and the emissions in the environment peaked at the record-high values in 2018. This rising trend
seems to be in contradiction with the proclaimed commitment to reduce the emissions. Although
the renewable technologies — primarily wind and solar photovoltaics — have had a stellar
increase in their installation capacities in last decade, renewable energy sources still account
for less than 10% of world’s primary energy demand [3]. Presently, it is impossible to predict
the dynamics of energy transition, as the steep decline in the price of sustainable technologies
will probably be opposed by the hesitancy for change, the need for reliable energy supply, and
the uncertainty about technologies and the future. Even though various publications and studies
forecast different fuel mixes, levels of penetration of renewable energy sources, adoption of
novel technologies and different approaches to fossil fuel phase-out, a significant portion of
the world will still be powered by fossil fuels in the future. Industry, transport and buildings
each account for roughly a third of the 10 Gtoe final energy consumption, and stand as major
targets for further improvements. In accessing the impact on the future, inaction and business as
usual scenario can not lead to fulfilling the set targets. The adoption of the currently proposed
environmental policies and their intensification could mitigate the climate change effects. The
global energy demand is predicted to increase in decades to come, mostly due to emerging
countries and markets closing the gap in the quality of living. In contrast, in developed countries,
there will be a tendency for an increase in energy efficiency and demand reduction. The increase
in energy efficiency will be preferred option for policy-makers in pursue of emission reductions
due to simplicity and lower cost compared to the introduction of novel technology and increase
of renewable energy sources in the energy mix. However, without the comprehensive changes,
the energy policies and efficiency alone will not be enough for curtailing the global emissions, as
the increased accessibility of modern technologies and decrease in energy poverty will increase
the demand, especially in south-east Asia, India, and in sub-Saharan part of Africa.

The abovementioned indicates that pollution from traffic, industry and power generation will
remain a significant issue in the following decades and that the implementation of novel technolo-
gies and increase of renewable energy sources will act favourably for the energy consumption
and the pollutant emissions.

Among pollutants emitted in the environment, carbon dioxide is the prevalent one. It is
the most significant greenhouse gas due to great amounts of fossil fuels burned, and the 33 Gt
of CO2 emissions from energy sector alone represent an immense addition to the atmosphere,
leading to global warming and ocean acidification. Combating the CO2 emissions will represent
the major part of the path towards meeting the Paris Agreement objectives, and measures such as
carbon taxation have already been put in place. Still, the carbon capture, utilisation and storage
technologies will need to be developed and employed on a wider scale. The utilisation of fossil
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fuels also produces other harmful pollutants that impact the environment and human health,
such as nitrogen oxides (NOx), sulfur oxides (SOx), methane, heavy metals, volatile organic
compounds (VOC) and particulate matter, to name a few. Air pollution has a significant and
detrimental impact on human health; it is linked to respiratory issues and breathing diseases, and
causes more than 5 million premature deaths annually [4]. Emission reduction from fossil fuel
combustion, primarily NOx, SOx and particulate matter from burning coal and fuel oil for energy
production and transport have far-reaching potential for improving human health and lives.

Combating the emissions had different timelines and paths around the world. For example,
emission trading schemes emerged as important mitigation factors, with 21 operating and 24
new systems under development across the globe. The first large greenhouse emission trading
scheme, the European Union Emissions Trading System, has been introduced in 2005 and is still
the biggest one [5], setting the allowed emission amounts for the participants. Subjects can meet
them by improvements in technology, or by buying the unused allowances from others. The
United States currently does not have a joint national CO2 cap-and-trade program, but there is
an increasing number of federal states trading together in a Regional Greenhouse Gas Initiative.
In 2010 China passed the United States as the biggest global CO2 emitter, which put additional
focus on China’s emissions and impact on the environment [6]. This fact, combined with the
Paris Agreement goals, increased the need for sustainability, and China pledged to reduce the
carbon emissions per unit of gross domestic product 60% to 65% by 2030. They are currently
in the process of establishing the national carbon market via trial plans and pilot projects and
cities based on European experiences, and their market has the potential to become the biggest
one globally. In terms of emissions, a significant issue are the locked-in emissions in the coal-
fired power generation. This is the truth, especially for China, as the majority of coal-fired
power plants during the last two decades were installed in China and Asia. Although the rate of
instalment has significantly declined, their global capacity still increases, and these potentially
long-lived power plants lock the emissions for decades to come. Despite the overall increasing
emissions and the fossil fuel-fired electricity generation capacities, these examples show that
the regulations and emission trading schemes can lead to a lowered impact on the environment
without sacrificing the economy.

1.2.1 Power Plant Emissions

Production of emissions is concentrated in specific locations, but their consequences have
regional character. This was the motivation behind the 1979 Convention on Long-Range Trans-
boundary Air Pollution which was signed by 51 countries including EU, Canada, the United
States and several Asian countries. Since its inception, it has been expanded by several an-
nexes, most notably and recently by the 1999 Gothenburg Protocol for stopping acidification,
eutrophication and ground-level ozone. Although the nitrogen and sulfur oxides are not as promi-
nent pollutants as carbon dioxide, their emissions are also significant and regulated by different
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regulations. Similarly to CO2, NOx emissions have increased in previous decades, although
some regions — mostly developed countries in the west — have implemented regulations and
achieved reductions. Therefore, the nitrous oxide emissions were at 2.5 billion t in 1990, and in
2016 peaked globally at over 3 billion t of CO2 equivalent, mostly due to increases in India and
Brazil [7]. On the other hand, a positive example is the European Union, which has reduced its
overall NOx emissions for 60% since 1990 [8]. Although no mandatory trading or cap schemes
were introduced for power plants, the incentive caused the installation of low-NOx burners, abate-
ment technology such as selective catalytic and non-catalytic reduction, or switching from coal
to gas [9]. The previous EU regulations and global conventions for sulphur dioxide, nitrogen
oxides, volatile organic compounds, ammonia and fine particulate matter have been incorporated
in legislation for member states as policy instruments under the new National Emission Ceiling
Directive from 2016. It did not introduce the emissions trading scheme as for carbon emissions,
but introduced the total limits and mandated regular reporting, allowing EU States flexibility in
ways to achieve these limits. For example, the new NECD imposed limits for NOx and SOx for
the entire EU that will enable reduction of 42% and 59% up to 2029, respectively. After 2030
the limits will be lowered to 63% for NOx and 79% for SOx compared with 2005.

In the European Union, the majority of NOx emissions are currently emitted by road transport,
and it represents the most significant potential for reduction at around 40% [8]. These emissions
have been tackled by the introduction of increasingly stringent European emission standards that
govern the acceptable emissions limits for vehicles’ exhaust. They have forced the installation of
catalytic converters to vehicles, reducing the road traffic NOx emissions by 60% [10]. The latest
Euro 6 standard imposes strict limits to CO, NOx and particulate matter, and despite the recent
findings of the systemic cheating on the emission tests by some car manufacturers, it has been
a successful way of reducing the emissions. In the United States, similar legislature under the
Clean Air Act and its amendments succeeded in reducing the transport section nitrogen oxides
by 65% since 1990 [11].

In the last couple of years, the decline has somewhat decelerated, most likely due to the
emergence of SUV vehicles and their increased fuel consumption. Still, the future with a high
probability of hybrid, electric and hydrogen vehicles dominating the market combined with the
strict and established regulations for ICE engines further reduces the significance of traffic NOx

emissions.
In the United States, the Acid Rain Program has been implemented since the 1990s by the

Environmental Protection Agency, aiming to reduce overall SOx and NOx emissions to 50%
of 1980 levels. The program was deemed successful, and it implemented measures oriented
primarily towards the coal-burning power plants. The approach for reducing NOx emissions
was not as stringent, since it did not cap emissions or include allowances trading systems.
Nonetheless, it achieved 85% reductions from the power plants compared to the 1995 values,
according to the United States Environmental Protection Agency [12].

Although the industrial processes play an essential role in the economy, they account for
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Table 1.1
Emission limit values for large combustion power plants in EU under the Directive 2010/75/EU

[14], mg/(Nm3)

Thermal output, MW Coal Biomass Peat Liquid fuels

SOx

50 to 100 400 200 300 350
100 to 300 250 200 300 250

>300 200 200 200 200

NOx

50 to 100 300 300 450
100 to 300 200 250 200

>300 200 200 150

a significant share of the emitted pollution due to discharge of air pollutants, wastewater and
waste generation. Globally, 25% of NOx emissions in 2018 came from the industry sector, and
the power production accounted for 16% [4]. As these facilities represent the large portion of
the overall nitrogen oxides emissions, and due to being concentrated sources of pollution, the
environmental focus on them is understandable. Among these concentrated sources, combustion
power plants represent the largest individual facilities and have been subjected to a series of
regulations. As a continuation of previous efforts to limit the pollution from industry and power
generation in the EU, the Industrial Emissions Directive (2010/75/EU) from 2010 combined the
regulations for large industrial emissions. The Directive introduced limitations for emissions of
acidifying pollutants, ozone precursors and particles through the integrated approach to accessing
the overall pollution of a facility; by incorporating the polluter pays principle; and by setting the
limits according to the best available technologies.

Chapter III of Directive is focused on the emissions of combustion plants with thermal
outputs larger than 50 MW, irrespective of the type of fuel used, of which there are more than
3500 in the EU. Although the installed capacity increased by 4% from 2004 to 2017, and the
trend is declining, 141 plants emitted 50% of NOx emission, and just 61 of them were responsible
for half of total large combustion plants SOx emissions [13].

In addition to the new industrial facilities, whose emission limits are set according to the
best available technologies, the Directive also provides allowed emissions for large power plants
granted permits before 2013 depending on the fuel used, as presented in Table 1.1. Adhering
to the limits set for the existing power plants generally mandated installation of some kind of
pollutant abatement system for NOx and SOx, depending on the fuel used. Additional directives
are aimed at the medium and small-sized power plants, as they are more common in EU due to
the greater significance of district heating systems.

Combined with Europe’s shift towards renewable energy sources and the substantial emission
reductions already made, the efficiency of implemented measures becomes clear. However,
significant efforts are still needed in some parts of the world, since considerable amounts of
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harmful emissions are still emitted. China, Asia and Africa are even more dependant on the
fossil fuels, and the 90% of coal power plants installed during the last two decades were in Asia,
providing flexible and affordable electricity for hundreds of millions of people [4]. Introduction
of regulations on allowed emissions is inevitable for the rest of the world, especially with
increased environmental pressures and adherence to the Paris agreement. Therefore, advanced
technological solutions for emissions mitigation will be of crucial importance in the future,
when the regulations force retrofitting of existing fossil fuel power plants and removal of built-in

emissions. This will include addressing emissions from existing power plants and industrial
facilities, cargo ships and infrastructure already in use. Besides the modifications on existing
technology, designing new and more sustainable power plants with low emissions and abatement
technologies will be needed.

China is presently experiencing severe air pollution, with high SOx, NOx and fine particulate
matter emissions, causing 850 thousand premature deaths in 2017 [15]. As a part of China’s
three-year action plans, the 2013 Air Pollution Action Plan introduced stringent regulations
on allowed emissions from fossil fuel power plants that aimed to reduce sulfur, nitrogen, and
particulate matter emissions. To achieve the planned reductions, power plants required pollutant
removal technology and nearly 70% of installed coal capacity has been retrofitted over the last
decade to match the levels of gas-fired plants. Also, new power plants in some heavily polluted
regions were prohibited, and at least 54 GW of smaller and sub-critical plants were prematurely
shut down [4]. The results of the regulations confirmed the effectiveness of the measures and
benefits of the focus on industry and power generation: China’s overall man-produces emissions
decreased from 2013 to 2017 by 59%, 21% and 33% for SOx ,NOx and fine particulate matter,
respectively [16]. Even greater success can be observed if only power generation emissions are
considered. Then, reductions reach 65%, 60% and 72%, respectively. These reductions were
enforced by implementing one of the world’s strictest allowed limits for pollutants in industrial
flue gases.

This progress represents notable achievements is the environment protection, even though
some inconsistencies with reporting were present [16]. This is especially so if GDP per capita
between 2010-2017 is considered, which was almost doubled in that period. However, although
the achieved reductions are considerable, the absolute emission amounts are still significant, due
to initially high values. Additionally, the 2018 Greenpeace ranking of Chinese cities showed
that only 107 out of 338 reached World Health Organisation basic standard of 35 µg/m3, and
neither reached recommended annual levels of 10 µg/m3 [17].

In the latest plan, named Action Plan for Winning the Blue Sky War, the same approach
was continued for the period 2017-2020. The plan puts more focus on particulate matter and
imposes 18% reduction requirement compared to 2015, as well as a change of key polluted
regions, responding to the real-world situation. The NOx and SOx emission targets are set to
decrease by at least 15% from 2015 levels [18], which was a goal that was just a continuation
of the previous period, lacked ambition, and took 2015 as the base year [19]. Although the
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Table 1.2
Emission standards for coal-fired power plants in the United States and China, mg/m3

China United States

NOx
existing 100 135

new 50 95

SOx
existing 50/100/200 185

new 35 136

Particulate matter
Eexisting 20/30 19

new 10 12

reduction in pollutant emissions are impressive when considering that China is globally the
greatest polluter and that just a couple of years ago did not have a systematic and ambitious
pollutant reduction plan, there is still a long way ahead of achieving sustainability and mitigating
the overall influence on the environment. However, once more, the increasingly strict regulations
proved as a reliable pathway towards the emission reduction, and as a good set of measures for
achieving sustainability without crippling impacts on the economy.

The trends and the reduction legislature laid out for NOx mostly stand for SOx as well. On
a global scale, the emissions from industry, power and transport sectors account for over 90%
of anthropogenic SOx pollution, and coal and oil are the sources of almost all of the emissions.
Similarly, the SOx emission reductions were imposed in several big markets around the world.
The EU achieved 92% reductions in 2018 compared to 1990 [8], and the United States and
China also reported significant reductions. The success is mostly owed to the combination of
measures aimed to remove pollutants from main emitting sources. Energy-related facilities with
high contents of sulfur in fuels, such as coal or heavy fuel oil, were replaced with low-sulfur fuel
such as gas or replaced by renewable energy sources. Additionally, SOx abatement technology
was mandated for cleaning flue gases after the combustion.

1.2.2 Maritime Emissions

Besides the industrial facilities and fossil-fuelled power plants that were the initial targets
for emissions reduction due to their sizes, spatially concentrated character and ability to reduce
large amounts of emissions by focused measures, emissions from transport sector have also been
targeted with the aim of reducing the impact on the environment. The already-mentioned Euro
standards for vehicles with internal combustion (IC) engines imposed restrictions on pollutants
such as NOx, CO, particulate matter and others, and the similar regulations are in place in the
other parts of the world. However, the fossil fuel utilisation in maritime transport represents
significant distributed sources of pollutants that has considerable negative impact on the environ-
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ment, both locally and globally. Maritime trade accounts for 80% to 90% of global trade [20],
and represents the most important mode for transporting the goods. Although the growth recently
lost the momentum it had during last decades, it has peaked at 11 billion t of cargo annually [21].
Cumulative emissions from marine transport represent 3% of overall CO2 emissions, which
would position marine transport above Germany at 6th place, if it were taken as country [22].
However, despite the often-copied information about just the few of the world’s biggest ships
emitting more SOx than all the cars combined, transport by ships is the most energy-efficient
mode of transport when the distance and the total volume of goods and people are considered.
Its energy intensity has been declining, as the more efficient engines, designs and solutions
are being investigated under the pressure for increased sustainability. However, the efficiency
improvements were more than outweighed by gains in activity and the transport volume, thus
increasing the overall emissions [22].

Ships are mainly powered by heavy fuel oil — the heavy residual of crude oil distillation.
Heavy fuel oil (HFO) has tar-like consistency and is contaminated with high concentrations of
sulfur, nitrogen and aromatics. This is the reason why it produces significantly more pollutants
during combustion compared to other, lighter and higher distillation fractions. Nevertheless, it
has been historically widely used in marine applications, due to lax regulations concerning the
impact on the environment, and it is now a dominant fuel in international shipping, accounting
for 79% of total fuel energy consumption [23].

Another reason is its price, which is 30% lower than the cleaner fuels, and has facilitated
expansion of maritime transport. Usage of HFO for powering ships has stayed out of focus for
long time, partly due to vastness of seas and oceans, but increasing evidences of global impacts
of emitted pollutants and the growing amount of traffic through the most delicate areas such as
Arctic, has forced imposing the control over emissions.

The maritime and air traffic were not included in the Paris Agreement, and no limits or the
outlook were brought up. Therefore, the regulations by other governing bodies were needed to
prevent the emissions acceleration. Moreover, with the other sectors on the way to emissions
reduction, this could have led to marine transport being responsible for even higher portions of
global emissions.

The International Maritime Organisation (IMO) is the United Nations agency responsible for
introduction and maintaining the shipping regulations, safety, legal matters and environmental
concerns. The most notable regulation for regulating pollution from ships is the 1973 Interna-
tional Convention for the Prevention of Pollution from Ships (MARPOL 73/78). With it and
its Annexes, pollution by oil, harmful noxious liquid substances in bulk, garbage and sewage
from ships is regulated. The last one is Annex VI [24], was brought up in 2005 and sets the
requirements aimed for regulation of air pollution being emitted by ships. This includes the emis-
sion of ozone-depleting substances, NOx, SOx and volatile organic compounds from shipboard
incineration. These regulations are mandatory for all ships sailing under flags of MARPOL
parties, which accounts for more than 99% of global shipping tonnage. Besides the global limits
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Figure 1.1: Currently established SOx emission control areas [25].

for pollutant emissions, several areas have been defined that fell under tighter regulations. Thus
the Baltic Sea, North Sea, North American shores including most of Canada, the US, Caribbean
and Hawaiian coasts are included in Emission Control Areas under the MARPOL convention,
but additional restrictions have been imposed in several countries.

Ship-generated emissions into air can be significant in areas subject to heavy marine traffic,
so many actions have been undertaken in recent years to significantly reduce them. Most of
these actions have been imposed by the Annex VI of MARPOL, a treaty developed through the
International Maritime Organization that establishes legally-binding international standards to
regulate specific emissions and discharges generated by ships.

Nitrogen oxides released into air with flue gases from ships do not represent the most pressing
issues, as their impact is smaller compared to carbon or sulfur emissions. Nonetheless, their
allowed concentrations are regulated most recently in Tier III of the Annex VI, and concern
ships with an engine output >130 kW. Table 1.3 lays out the emission values for NOx allowed
by the Annex VI, depending on the maximum engine speed. Tier III is prescribed for the
control areas around North America, while Tier II is currently valid for the whole world. Since
the introduction of these limits, shipowners have adapted either by altering the fuels used or
using dual fuel systems, or by implementing technologies such as selective catalytic reduction
or exhaust gas recirculation. However, the changes and limitations pertaining to the nitrogen
emissions did not stand out as insurmountable issues and did not introduce large turmoil into the
shipping sector, as is currently the situation with complying to new SOx regulations.

On the other hand, the limits imposed on SOx emissions from maritime sector during recent
years led to bigger turmoil and uncertainties in shipping sector. Gradual tightening of the allowed
emissions had forced shipowners to adapt and improve their fleets. Regulation 14 of Annex VI
states the allowed sulfur quantities in fuels used in maritime applications — for main, auxiliary
engines, and for all on-board devices such as boilers or gas generators — and regulates reduction
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Table 1.3
NOx emission limits for different engine speeds

NOx limit, g/(kWh)
Year n < 130 130≤ n < 2000 n≥ 2000

Tier I 2000 17.0 45 ·n−0.2 9.8
Tier II 2011 14.4 44 ·n−0.22 7.7
Tier III 2016 3.4 9 ·n−0.2 1.96

of these limits Fig. 1.3. The latest change occurred at the beginning of 2020, when a significant
reduction of global limits decreased the sulfur mass fraction in fuels from 3.5% to only 0.5%.
This reduction had a potential to severely impact the shipping industry and the global trade, as it
is pertinent for all of the vessels globally. By limiting the amount of allowed sulfur in the fuel
used to 0.5%, the aim was to reduce the emissions from shipping sector, while the time between
the limit’s affirmation in 2016 and its the start in 2020 provided sufficient time for adoption. In
the meantime, the IMO brought up several reports, analyses and instructions helping the easier
implementationof new limits.

Besides the newly-imposed global limits and the stricter regulations in IMO’s emission
control areas, another significant regions with restricted SOx emissions is the China’s ECA. The
sulfur content in fuel used in Chinese coastal waters 12 nautical miles from the coast and major
river deltas is limited to 0.5%. The European Union has adopted the MARPOL convention
and the global limits through its legislative, but has also introduced additional limitations. The
Directive 2016/802 defines the maximum allowed sulfur content in fuel for ships at berth in
European ports at 0.1% [26].

Despite the increased concern and stricter regulations on pollutant emissions, SOx and partic-
ulate matter emissions have actually increased during the recent years [23]. Even though the use
of HFO has decreased, and the share of cleaner fuels such as liquefied natural gas or distillate fu-
els has increased — especially due to expansion of emission control areas in 2015 — the increase
of average sulfur concentration in HFO and the rise in volume of maritime traffic have negated
the benefits, as seen in Fig. 1.2. The IMO figures show that the global HFO yearly average sulfur
content in 2018 was 2.6%, while the average for distillate fuel was 0.07% [27]. Additionally,
in Fig. 1.2, the already-mentioned increase of carbon emissions can be noted, despite the less
energy intensive engines, as well as slight increases in nitrogen-containing emissions.

Generally, the sulfurous emissions can be avoided either by primary measures, where the
formation of pollutants is avoided altogether, or by secondary measures that remove the pollu-
tants prior to discharge in the environment. The regulations are primarily aimed at the reduction
of sulfur in fuel, which produces less SOx when burned in marine engines. The greater quality
fuels stand as the obvious choice for complying with the new rules, but the change is not so
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Figure 1.2: International shipping emission trends, 2012-2018 [23].

straightforward. Besides increased price of the low-sulphur compliant fuel oil, the fuel supply
poses as a problem, since the refineries must adapt to the increased demand of the higher-quality
fuel. However, it seems that the change transpired without the major hold-ups, mostly due to
IMO’s Assessment of fuel oil availability study [28] that correctly assessed the feasibility of the
2020 implementation, and the close collaboration between the institutions, shipowners and the
refineries in preparing the transition. The fuel switch is the most commonly chosen way for
adhering to the limits, and additional technical obstacle with new fuels can cause issues, as fuels
have different physical and chemical properties. Ships can use either very- or ultra-low sulfur
fuel oils which comply to the limits, or lower the overall sulfur concentrations by blending of
additional distillates with existing heavy fuel oil. However, lower viscosity and density of new
fuels can cause internal leakages in engines and machinery, they can have different handling
temperatures and combustion characteristics. Furthermore, due to lack of standardisation for
fuel blends, their quality can vary significantly, and the mixing of different fuels can cause issues,
as some blends are incompatible and can lead to instabilities, which requires additional testing
procedures and on-board fuel separation.

The above-stated, when coupled with the instability of the higher-quality fuels supply chain,
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Figure 1.3: Allowed SOx concentrations in fuel for marine engines.

pushed some of the shipowners in alternative direction, which is using the liquefied natural
gas (LNG) as a marine fuel. LNG is cost-competitive fuel that can be used for powering ships
and offers air pollution benefits. When combusted, it produces no sulfur-containing emissions,
while its NOx and particulate matter emissions are significantly lower. The use of LNG as
fuel in ships has increased considerably in previous years, partly as a preparation for the IMO
regulation change, and partly led by LNG’s more affordable prices and diversified supply on the
market. Retrofitting of the existing ships fuelled by heavy fuel oil to use LNG has proven to
be economically infeasible as the capital investments are very high, and therefore most of the
demand for LNG-powered vessels is driven by newly-built ships. Their numbers and demand has
increased, raising from 77 in operation and 85 ships under construction in 2016 to 122 and 132
in operation and under construction in 2018, respectively [29]. Additionally, the orders for new
LNG ships increased in 2019, in preparation for new limits starting in 2020. Although the LNG
will have a more prominent position as a fuel for marine applications in the future, following its
increasingly significant role in the global fuel mix, it is unlikely that the majority of ships will
be powered by it. Although the changes are visible, the accompanying infrastructure required
for fuelling, especially for smaller vessels, is still not developed, as the majority of terminals and
storage facilities are designed for less frequent servicing of full-sized LNG carriers. Furthermore,
the use of LNG as fuel, although highly beneficial when SOx and NOx emissions are concerned,
seems to have detrimental consequences for greenhouse gases emissions. The increase of LNG
is associated with significantly higher methane emissions due to methane slip during handling
and incomplete combustion of fuel. The Fourth IMO GHG Study from 2020 determined that
the methane emissions grew for 150% from 2012 to 2018 (see Fig. 1.2), and since methane is
a greenhouse gas with significantly higher global warming potential, this increased emissions
might negate the reduction in CO2 gained by using the LNG fuel [23].

Even though the LNG has seen a major increase in demand as a fuel for maritime applications,
it is not predicted to dominate the market in future, but rather to take a place as one of the ways
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of diversification in fuel mix, while complying with the stricter regulations concerning SOx.
Additionally, although the pipeline gas price is currently low, the LNG’s cost highly depends
on the liquefaction and bunkering costs, along with the availability of infrastructure [30]. When
taken together with additional methane emissions (Fig. 1.2), and the waiting period for building
or retrofitting of the LNG ship, many shipowners have turned to another way of adhering to the
SOx regulations, applying the secondary measures for removing the emissions.

The Regulation 4 of the Annex VI introduces an additional possibility for ships to satisfy the
regulations. Alternative compliance method for new sulfur limits can be an exhaust gas cleaning

system (EGCS). They should achieve at least the same efficiency at pollutant removal from
flue gases as is required by the Annex. The IMO has released guidelines for EGCS [31], where
details and requirements are stated, along with the detailed regulations concerning testing, survey
certification and verification of these systems. The EGCS in ships is almost synonymous to the
scrubbers — the gas–liquid contactors designed for increasing mass transfer between the phases.
One of the several designs are the spray towers, commonly used in maritime applications, but
more pertinent for the regulatory framework are the fluid used and the washwater design. Several
alkaline chemicals are usually used in scrubbers, namely lime, limestone or sodium hydroxide
solutions, but for maritime applications, using the seawater as a scrubbing agent has obvious
benefit of availability. This is related to another choice, which is either closed- or open-loop
design. With the open-loop design, water is taken from the surrounding sea and used in scrubber
due to its natural alkalinity.

Scrubber effluent is then moderately processed, removing sludge, oils and particles, and then
diluted with additional seawater before returning back into the environment. On the other hand,
the closed-loop design features the closed system where the fluid is used for scrubbing, and
repeatedly treated for re-use. The alkalinity is maintained by addition of alkaline chemical, but
still some processed effluent remains unsuitable for re-use and it needs to be replenished with
fresh seawater. Both options offer some benefits and downsides in their technical implementa-
tions, but the main ones are that the first one comes with the uncertainty about the washwater
impact on the environment, while the second one entails additional storage and the more com-
plex processing procedures. The Fig. 1.4 shows the schematics of both types of scrubbers on a
ship. The increased complexity of the closed-loop scrubber can be noted, as the holding tank,
water processing unit, tank for alkaline chemicals and more complex operation are required.
Additionally, a hybrid design that is a combination of the two is possible, and its benefit is the
ability to comply with the no-discharge rules in some locations, while also allowing for the
easier operation when at other times.

The regulations for the EGCS are formulated regardless of the type of the scrubber, as they
simply prescribe the required emission values. Table 1.4 lists the limits from the Regulation
4, which are based on the corresponding emissions between the fuel oil and its sulfur content
and the required SO2⁄CO2 ratio. The Guidelines provide more detailed insight on the rationale
behind using the emissions ratio, but basically, it relates SO2 concentrations in flue gases to the
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Figure 1.4: Exhaust gas cleaning system’s design types [32].

Table 1.4
Fuel oil sulfur content and the corresponding flue gas emission ratios

Fuel oil S content,% m⁄m Flue gas SO2⁄CO2 ratio, % v⁄v

4.50 195.0
3.50 151.7
1.50 65.0
1.00 43.3
0.50 21.7
0.10 4.3

corresponding sulfur concentration in fuel. This method is quite universal, and with acceptable
accuracy applicable to different engines at different speeds and power outputs and exhaust flows.
No fuel properties are required, besides that the fuel is heavy fuel oil, or a petroleum-based fuel.
Additionally, the only two measurements needed are the gas concentrations of SO2 in ppm 1,
and the CO2 as volume percentage (% v⁄v). This method utilises the constant ratio between the
carbon and sulfur independent of the fuel-to-air ratio, and simplifies the correspondence between
required limits of sulfur in fuel with the required efficiencies of the scrubber systems.

Open loop scrubbers release their washwater while operating, and in order to prevent the
harmful impact on the seas, the quality of effluent needs to be recorded and controlled. The
Regulation prescribes that the monitored values should include pH, polycyclic aromatic hydro-
carbons, turbidity and temperature. The washwater is acidic after the scrubbing process, and
the effluent pH values are especially problematic when viewed in the broader picture. Although
globally the influence of ocean acidification due to rising CO2 emissions has significantly more
severe impact, local effects due to releasing the acidic effluent into mildly basic seawater might

1When using the parts per notation, the molar concentrations are tacitly assumed.
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be significant [33]. Therefore, the acidity is prescribed not to decrease below 6.5 at the point
of discharge, or not to cross the limit of 2 pH units between the intake and discharge during
manoeuvring and transit.

The IMO published a study on environmental impact of scrubbers in 2019, which analyses
the available literature and investigations of scrubber systems on marine life and biogeochemical
processes [34]. The study displays the results of a comprehensive literature review, and finds two
causes for concern, namely the scrubbers’ efficiency for removal of other pollutants than SOx,
and the impact of effluent discharge on the environment. The EGCS systems have been proven
effective in removal of the sulfur-containing pollutants from flue gases to levels equivalent to
using low sulfur fuel, but data indicates that the removal of particulate matter might be worse
than compared to vessels powered by low-sulfur fuel. The second issue revolves around the
acidic washwater resulting from the scrubbing process. This is a greater problem for open-loop
scrubbers, as they need to neutralise the effluent which has significantly increased acidity, either
by additional chemicals, or more commonly by dilution in seawater before being discharged. The
available monitoring data shows that neutralisation is possible and effective, but the open-loop
scrubbers require significant amounts of water, ranging roughly to 45 m3 of washwater per MWh.
The reviewed studies are divided about the long-term consequences of the acidification, stating
that it is manageable and might not present a problem, but as not enough data is available, also
call for more conservative approach and stricter IMO guidelines. This is the reason that, although
the scrubbers are allowed by the IMO, some ports have restricted the overboard discharges from
open-loop scrubbers, permitting only closed-loop or hybrid designs the method of compliance.
For example, discharge of the open-loop type scrubbers is currently prohibited in Chinese ECAs,
as well as in several European and other ports around the globe, with the remark for some of
them that the ban is valid until the environmental standards are developed.

The uncertain situation in the global shipping sector and market introduced by the new regu-
lations for SOx emissions makes it difficult to predict future trends and development. Although
the measures were announced with enough time for preparation, the shipowners were not in-
centivised to make early adoptions, and the insecurity about the best strategies lead to delays in
decisions. Additionally, the unforeseen disruptions caused by COVID-19 pandemic introduced
additional incertainties, delays, and decrease in market volume, reinforcing the conservative
mindset. From the low numbers of approximately 350 installed scrubber units in 2016 [35],
accounting for 1% of global vessels and mainly for use in the ECAs, the IMO’s report forecasted
the rise to 3000 to 4000 in 2020 [28]. Although the number of initial orders were low and mainly
oriented on retrofits, they significantly increased during 2019 in preparation for new measures,
although mostly for new builds. The official and exact numbers are hard to obtain, but it is
estimated that approximately 3800 ships sailing globally will have installed scrubbers on-board,
with additional ships on order [36]. On the other hand, some sources estimate the number to be
lower, with 2815, 3169 and 3221 ships equipped with scrubbing systems reported or anticipated
in 2019, 2020 and 2021, respectively [11].
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The issues discussed above indicate that there are significant questions regarding the scrubber
development for maritime applications. Besides the need for investigating the impact of pollu-
tants and acidification on marine life and ocean chemical processes, additional optimisation of
the scrubber design, chemistry and operation will be useful for complying with the regulations.
Currently, without stricter environmental standards for control of seawater discharge and with
the uncertainties about the long-term impacts of current scrubbers, the EGCS technology does
not represent the ultimate solution for SOx emission abatement. However, the spread of emission
control areas and additional strictening of the allowed sulfur limits are to be expected in the
future. The investigations of chemical and physical processes in scrubbers are therefore required
for the improvement of their design and operation, as EGCS systems will be one of the crucial
technologies for complying with the regulations concerning the SOx emissions.

1.2.3 Pollutant Chemistry

1.2.3.1 Nitrogen Oxides

Nitrogen oxides, or NOx, is a collective term for a family of chemical compounds containing
nitrogen and oxygen. Among them, nitric oxide (NO), nitrogen dioxide (NO), and nitrous
oxide (N2O) are the most prevalent ones, formed by the anthropogenic activity. Nitrogen oxides
emitted in the environment by human-generated sources have significant and harmful effect on
health and environment, contributing in the formation of smog and acid rain, and some of them
are greenhouse gases as well.

Elemental nitrogen present in atmosphere with almost 80% is exceptionally stable due to
strong triple bond. High activation energy is required for breaking the bond and for nitrogen to
participate in chemical reactions. This also means that the atomic nitrogen is highly reactive
with three unpaired electrons, and that it can produce several nitrogen oxides.

Nitrous oxide N2O is a chemical compound better known for its use as an anaesthetic, but it
is a potent ozone-depleting substance and has been identified as a major culprit for the thinning
of the ozone layer. It is also a greenhouse gas, having approximately 300 times higher global
warming potential than CO2. It is a non-reactive and long-lived pollutant with the half-life of
more than 100 years, making it a considerable global pollutant despite its localised sources.
Although N2O is mainly produced by biogenic sources and nitrogen-based fertilizers, with
comparatively smaller amounts originating from fossil fuel combustion, its role in greenhouse
effect and ozone layer depletion is still significantly high.

Nitrogen dioxide NO2 is another major pollutant in the NOx group. It is a reddish-brown
gas mostly used in production of fertilizers, but otherwise significant as a pollutant. NO2 is
produced by natural causes, such as the lightning, volcanic activity and bacterial respiration,
however it is emitted mainly as a consequence of fossil fuels combustion in power plants and
internal combustion engines. NO2 is a gas toxic to humans, and short exposures to air with
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high concentrations of it can lead to lung injury and irritation, and can enhance respiratory
diseases, while long term exposures can lead to development of chronic illnesses such as asthma,
bronchitis or pneumonia. Additionally, its concentrations in residential areas have been linked
to increased cardiovascular and respiratory diseases mortality. Although the NO2 is a primary
pollutant, it also leads to formation of secondary pollutants such as ozone responsible for the
photochemical smog.

Nitrogen-containing emissions from fossil fuels combustion are released mainly as NO. It is
a reactive species with one unpaired electron, and it rapidly converts into NO2. NO is emitted
mainly by combustion and human activities, and in lesser extent by the biogenic production,
natural fires and lightning in thunderstorms. Nitrogen oxides are generally represented by
nitrogen dioxide NO2, as NO rapidly converts into it, and N2O is not highly reactive. This
makes NO2 the most common form of NOx in the atmosphere that is generated by anthropogenic
activities. Several pathways for formation of NO during fuel combustion have been identified. It
can be produced by oxidation of atmospheric nitrogen at increased temperatures above 1500 °C
via thermal mechanism; by oxidation of nitrogen contained in heavier solid and fuels, dubbed
fuel mechanism; and by prompt mechanism in reaction of atmospheric nitrogen with fuel radicals
at the initial stages of combustion in fuel-rich mixtures (see Section 3.2).

Ultraviolet radiation hitting the oxygen molecules in the stratosphere photolytically breaks
their bonds and forms atomic oxygen. These radicals then recombines with additional oxygen
molecules, producing ozone molecules O3. This naturally-occurring ozone in stratosphere
absorbs ultraviolet light from roughly 200 nm to 315 nm wavelength while being destroyed,
forming the ozone layer and protecting the Earth’s surface from the majority of harmful radiation.
The unpaired oxygen radical then reacts with the ozone molecule and forms regular oxygen
molecules. This rapidly-occuring cycle of formation and destruction, equation (1.1), exhibits
daily and seasonal variations, and is in equilibrium without external influences upon it.

O2
hν−→ O+O

O+O2 −→ O3

O3
hν−→ O2 +O

O+O3 −→ O2 +O2

(1.1)

The anthropogenic pollutant emissions present a danger for the ozone layer. Besides the
chlorofluorocarbons, which are the best known and most harmful ozone-depletion chemicals
due to their amounts, the aforementioned N2O plays significant role in destruction of ozone [37].
Usually non-reactive, the N2O slowly reduced by the photolytic effects in atmosphere, seen in
the first reaction in equation (1.2). However, in larger quantities it interferes with the regular
ozone cycle, reacting with the atomic oxygen and forming nitric oxide NO. Additionally, the
NO reacts with the ozone molecule, further reducing its concentration. The role of nitrous oxide
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N2O is especially detrimental, as it both reacts in the ozone cycle and produces nitric oxide in
the stratosphere, where it ordinarily does not reach due to its reactivity.

N2O hν−→ N2 +0

N2O+O−→ N2 +O2

N2O+O−→ 2NO

NO+O3 −→ NO2 +O2

(1.2)

When ultraviolet radiation passes through the ozone layer, it leads to photolysis of nitrogen
dioxide in the troposphere. In regular conditions and concentrations, this is a natural process
because NO2 is present in the atmosphere im small quantities, but depleted ozone layer, in-
creased ultraviolet radiation and NOx exacerbates the effect. Photons excite NO2 molecule in
troposphere, destroy its bonds and form NO and atomic oxygen radical. This process occurs
during the day and, together with the emissions from fossil fuel combustion, represents the
sources of NO and O3 via first two reactions in equation (1.3). During the night this process is
ordinarily reversed by the third reaction, which consumes the ozone formed in the troposphere
[38], regulating the process in equilibrium without net gain of O3.

NO2
hν−→ NO+O

O+O2 −→ O3

NO+O3 −→ NO2 +O2

NO+HO2 /RO2 −→ NO2 +OH/RO

(1.3)

However, in the presence of volatile organic compounds — another group of harmful, human-
produced chemicals — this cycle is also interrupted [39]. Therefore, the NO molecules no longer
recombine with the ozone, but rather with the VOCs, namely HO2 and RO2 radicals. This way
the additional O3 molecule is produced in the chemical balance and the ground-level ozone is
formed in increasing quantities during the day, contributing to smog and other harmful impacts
on health. This difference can be seen in Fig. 1.5, where the regular cycle is displayed on the
left, compared with the impact of VOCs on the tropospheric nitrogen-ozone cycle on the right.

For completing the picture about atmospheric cycle of nitrogen oxides, additional pathway
must be mentioned. The nitrogen dioxide NO2 can also react with ozone, forming NO3, as can
be seen in Fig. 1.6. This additional cycle can produce N2O5 molecule, which can be photolysed
back into NO2, but more importantly, it creates a path for deposition from the atmosphere. This
can occur either dry absorption into the ground, or by reaction with water and formation of nitric
acid HNO3. The overview of the whole nitrogen cycle in the atmosphere can be seen in Fig. 1.6.

Besides the direct harm on human health, ozone layer depletion and formation of tropo-
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Figure 1.5: Interactions of NOx, ozone and VOCs in troposphere [40].

Figure 1.6: Nitrogen cycle in the atmosphere [41].

spheric ozone, nitrogen oxides impact the environment in another significant way. The unpol-
luted rainwater has a pH of about 5.6. The reason for it being slightly acidic is the natural
presence of chemicals that form acids in reactions with water molecules in the atmosphere.
The most important chemicals are CO2, NO and SO2, which had been emitted from biological
sources, microbial decay of organic material, volcanic eruptions, lightning and forest fires, but
have always been integral parts of their respective atmospheric cycles. However, with the in-
creased emissions from anthropogenic sources, their concentrations have risen, especially around
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large industrial and highly populated regions. This has lead to increased acidity of precipitation,
either rain or snow, measuring the pH of around 4, with values as low as pH 2 reported in some
cases. The acid rain causes the acidification of water surfaces, and although it has smaller effect
on oceans compared to the acidification due to dissolved CO2, it decreases the pH levels of lakes
and coastal seas, significantly impacting the aquatic life-forms. Although the acid rainfall does
not directly impact the human health, it damages the soil biology and chemistry and damages
buildings by reacting with limestone and marble, or by increasing the corrosion rate of metals.

2NO2 +H2O−→ HNO2 +HNO3

HNO3 +O2 −⇀↽− NO3
−+H+

(1.4)

Besides the already mentioned pathway to nitric acid, additional reactions lead to acidifi-
cation of rainwater. Nitrogen dioxide emitted from the combustion sources dissolves in water,
forming nitrous and nitric acids, and the nitric acid dissociates in water and yields the nitrate
ion NO3

– and hydrogen ion H+ which increases the pH level and acidifies the solution, equa-
tion (1.4).

1.2.3.2 Sulfur Oxides

Sulfur oxides, generically termed SOx, are another group of chemicals known for their
contribution as pollutants. They are naturally present in atmosphere but their concentrations
have been rising due to human activity. Volcanic eruptions can represent significant sources of
sulfur oxides and severely impact the environment, but the increased anthropogenic emissions
lasting for more than a century increased SOx concentrations and have disturbed the global sulfur
chemical cycle. They are emitted into the air mostly as a byproduct of fossil fuel combustion,
especially in coal and fuel oil, as they can contain up to 5% of sulfur. Additionally, metal
smelting and other industrial processes are also known as excessive SOx sources. During the
pyrolization of sulfur-containing compounds in the devolatilization phase of combustion, they
react with the oxygen in the gas phase and produce sulfur oxides. Majority of fuel sulfur — up
to 95% — is thus converted to the SO2, SO3 accounts for 1% to 4% of the sulfur, and H2SO4

is usually emitted in even smaller amounts [42]. Brief exposures to SO2 can affect human
breathing and be especially harmful for children, elderly and those who suffer from respiratory
diseases, but it has greater consequences to the environment as well. Sulfur oxides reacting in
the atmosphere promote formation of particulate matter, which present an additional impact on
health. This way, SOx is a secondary source to tropospheric smog, although they also have a
minor influence in ozone production cycle [43].

Sulfur oxides are the main causes for the acid rain formation, accounting for approximately
75% of acidity in rainwater. This is because SOx in atmosphere form the strong sulfuric acid in
reactions with water, which readily dissociates and releases H+ ions, similarly to the reaction

22



Chapter 1. Introduction

of nitrogen oxides with moisture to form nitric acid [44]. The sulfur dioxide dissolves in water,
forming sulfurous acid, which is subsequently slowly oxidised to sulfuric acid, equation (1.5).
Another reaction path towards sulfuric acid is the hydration of sulfur trioxide with water in the
atmosphere. In the aqueous phase, the sulfuric acid dissociates in two stages and significantly
increases H+ ion concentration, and lowers the rainwater pH to dangerous levels, equation (1.6).

SO2 +H2O−⇀↽− H2SO3

2H2SO3 +O2 −⇀↽− 2H2SO4

SO3 +H2O−⇀↽− H2SO4

(1.5)

H2SO4 −⇀↽− H++HSO4
−

HSO4
− −⇀↽− H++SO4

2− (1.6)

Dry and wet deposition of SOx into the soil also affects the environment, modifying the
chemistry of aquatic and terrestrial ecosystems, as well as causing excessive exfoliation in
forests and vegetation.

The issue with listed effects of SOx and NOx pollutants is that besides the effects on the
neighbouring areas around the industrial sources of pollution, their influences can be felt over the
large distances. The pollutants can be distributed by air currents and diffusion to unindustrialised
areas or to locations with delicate ecosystems, making the pollutants a global, cross-border
problem. This was the motivation behind the legislature introduced during the last decades
regulating the emissions, and it continues to be a problem in today’s interconnected, highly-
industrialised society. From the information presented insofar, it can be concluded that the
environment protection has become increasingly important, but significant efforts will be needed
in the future to reduce and reverse the impact that we have done. In battling the pollutant
emissions, business as usual scenarios will not lead to the needed changes, but to uncertain
future and possible ecological disasters. Only by improving the current technological solutions,
increasing their efficiency and reducing negative effects on the environment will we be able to
get closer to the sustainable future, clean nature and improved quality of living for all mankind.
There is a great potential in designing better equipment for cleaner utilisation of solid fuels, as
well as for improving the technology of pollutant abatement from flue gases, and this Thesis
hopefully represents a small step towards that direction.
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1.3 Hypothesis and Work Outline

The research hypothesis of this study is that newly-developed and upgraded mathematical
models will enable the physically accurate and numerically efficient calculation of the complex
physicochemical processes of nitrogen oxides formation during the combustion of pulverised
solid fuels, as well as the calculation of sulfur dioxide removal from flue gases by seawater ab-
sorption in spray droplets and liquid wall film. Models will be developed within the commercial
software for the CFD based on the control volume method and implemented in the code by the
user functions and FORTRAN programming language. On the path towards the final models
that describe pollutant behaviour in real industrial systems, a wide range of phenomena needs to
be taken into account. Since the ultimate goal of this work is to develop comprehensive models
that will capture the relevant physics and chemistry occurring in these processes, the structure
of this thesis is divided into sections that follow the development of models and their validation.

Initially, the mathematical models used in this work are presented in Chapter 2, establishing
the numerical framework of the approach. The essentials of the computational fluid dynamics
are laid out, together with the basics of the finite volume method. Euler-Lagrange approach for
modelling the two-phase flow is presented, as well as the discrete droplet model (DDM) that gov-
erns the dispersed phase behaviour. The rationale behind using the lumped-parameter approach
for droplets and particles is given, with the basic equations governing the spray behaviour.

Chapter 3 focuses on the development of sulfur dioxide absorption model in pure and sea-
water, and lays out the physical and chemical background of the absorption process. Reactions
in the liquid phase are presented, along with the modelling approaches. After that, the fo-
cus is shifted towards the issue of mass transfer across the phase boundary, and the intricate
physics governing it. The used models are shown for individual absorbing droplets, and the
verification of each section is presented. Subsequently, the model is expanded onto the whole
spray in a three-dimensional environment and validated on available experimental cases. After
that, development of SO2 absorption model in wall film is presented, along with dimensionless
and parametric analyses, the choice of suitable mass transfer modelling approaches, and the
validation on simplified and real cases.

In Chapter 4, the nitrogen oxides formation modelling is presented. An overview of the
previous research and approaches is provided, together with the common assumptions and
issues with modelling. This section details the chemical pathways and reactions occurring
during the combustion of solid fuel particle and provides detailed insight into the formation
of nitrogen oxides, intermediate species, and the significant dependence on the fuel type and
ambient conditions. Following is the overview of the experimental work done on examining the
product species from the pyrolysis reactions, and integrating them into the simulation procedure.

Finally, Chapter 5 presents the conclusion based on the shown results, together with the
guidelines and suggestions for further research.
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1.4 Thesis Contribution

The expected contribution of this thesis is the enhancement of modelling tools for pollutant
formation during the combustion of pulverised solid fuels and the pollutant removal from flue
gases. A part of the presented work is focused on the development of flue gas desulfurisation
model and its implementation in the CFD framework, which is expected to facilitate the research
of technological solutions for sulfur dioxide removal in stationary and maritime applications.
The adopted simulation approach integrates the relevant physical and chemical processes that
govern the pollutant absorption in droplets and wall film, both for pure water and seawater.
The model is the foundation for tools that will enable the design of highly efficient, energy-
conserving and sustainable devices needed for the mitigation of the impact on the environment
by the release of harmful sulfur oxides.

The presented work also augments the nitrogen oxides production model by integrating the
experimental data into the chemical pathways model and can account for specifics of different
solid fuel types. This approach simplifies the highly complex chemical processes during the fuel
combustion, while maintaining the essential chemical background and taking into account all of
the relevant physical processes.

Contributions of this research are:

• Development and implementation of sulfur dioxide removal model for the investigation
of flue gases purification by absorption in droplets and wall film that could be used as a
tool in industrial applications for desulfurisation process improvement.

• Improvement of the comprehensive numerical model for the formation of nitrogen oxides
during combustion of pulverized solid fuels by using the weighted factors obtained by a
novel method of quantification of coupled thermogravimetry and mass spectrometry.
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Numerical Modelling

The foundation of mathematical modelling is the computational fluid dynamics, which is
an approach for numerical solving the fluid dynamics equations. The CFD is a widely used
tool for scientific and industrial research, as it can be expanded to describe a broader range of
phenomena than purely fluid flow. Within the CFD, the finite volume method is a discretisation
method used for approximating the partial differential equations that describe the conservation
laws as algebraic equations. It is conservative, which makes it especially suitable for simulations
of fluid flows, ensuring the conservation of physical properties across the domain. The domain
is spatially discretised into control volumes, connected elements over which the systems of
algebraic equations are solved. The simulation is obtaining numerical solutions by marching
through time-domain over discrete time steps, and different approaches for time and domain
discretisation are available for different applications.

2.1 Conservation Equations

Beneath the CFD, which is just an approach for solving the equations, lie the physical laws
that govern the processes. They are described by the conservation laws, stating that the particular
property of an isolated system does not change over time. In their integral forms, and applied to
the concept of control volumes, these laws account for the accumulation of the property in the
volume, the net rate of flow across the boundaries, and for the sources or sinks in the volume.

Mass conservation is one of the fundamental law that ensures that inflow and outflow from
the cell are balanced by the rate of change inside the cell. It is described by the continuity
equation, which further states that there are no mass sources or sinks in the differential element
of the volume; or rather that the mass flow is continuous.

∂ρ

∂ t
+

∂
(
ρu j
)

∂x j
= 0 (2.1)

In the equation above, ρ is the fluid density, t is time, u j are velocity vector components, and
x j represents coordinates. The first term describes the density change in the volume cell, while
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the second one is the difference between the inlet and the outlet flux. For the incompressible
fluid, density is constant, and there is no additional mass accumulation or loss in the cell.

For an infinitesimal fluid element, the momentum conservation stems from Newton’s second
law, which states that the rate of change equals the sum of surface and volume forces on the
fluid particle.

∂ (ρui)

∂ t
+

∂
(
ρu jui

)
∂x j

= ρ fi +
∂σ ji

∂x j
(2.2)

Here, the momentum rate change is designated by the first term in the equation. The second
term represents the net change of the momentum flux over the boundaries of the infinitesimal
element. On the right side, fi stands for the body forces acting on the element (gravity, electric
and magnetic fields, centrifugal force), while the surface forces are represented by the fluid total
stress tensor σ ji. Since fluids do not exhibit static shear stress, total stress tensor σ ji can be
decomposed into two parts: the influence of fluid hydrostatic pressure p and the viscous stress
tensor τi j.

σ ji =−pδ ji+ τ ji (2.3)

In the previous equation, δ ji, is the Kronecker delta, a function of i and j, such that its value
is 1 if i = j, and 0 if i 6= j. The viscous stress tensor displays the linear dependency on the rate
of deformation, and under the assumption of isotropic fluid, it can be expressed as:

τ ji = µ

(
∂ui

∂x j
+

∂u j

∂xi

)
− 2

3
µ δ ji

∂uk

∂xk
, (2.4)

where µ denotes the fluid viscosity. By combining the previous equation with equation (2.3),
the momentum conservation equation for the infinitesimal fluid element is obtained.

∂ (ρui)

∂ t
+

∂
(
ρu jui

)
∂x j

= ρ fi−
∂ p
∂xi

+
∂

∂x j

[
µ

(
∂ui

∂x j
+

∂u j

∂xi

)
− 2

3
µ

∂uk

∂xk
δ ji
]

(2.5)

This equation represents momentum conservation in three Cartesian coordinates, and along
with the continuity equation form the Navier-Stokes equations, which are the foundation of the
fluid flow modelling and the CFD. Further, the angular momentum conservation for fluid is
reduced to the symmetry of the stress tensor, σ ji = σi j.

The energy conservation law states that the energy cannot be destroyed or created, but only
transformed between the types, leaving the total energy of the isolated system unchanged. For
the non-relativistic conditions, it is an additional law separated from the mass conservation, but
it requires an additional constitutional equation for completion. The total energy is defined as
the combination of the kinetic energy and the internal energy of fluid, e = 1

2uiu j + i , and the
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basic conservation equation is:

∂ (ρe)
∂ t

+
∂
(
ρu je

)
∂x j

= ρ fi ui +
∂
(
σ jiui

)
∂x j

−
∂q j

∂x j
+Se. (2.6)

Analogous to the previous examples, the first term on the left side represents the rate of
change of total energy, the second represents convective fluxes across the boundaries. On the
right-hand side, the first term is the power from the body forces, and the second is the influence
of surface forces, divided further into pressure forces and the viscous stress:

σ ji =−pδ ji + τ ji . (2.7)

The third term in the equation (2.6) is the heat flux density vector q, representing the heat
conduction, and the final term stands for energy sources due to radiation or exothermic chemical
reactions.

The additional constitutional equations are required for completion, and it is defined by the
Fourier’s law of conduction. It relates the heat flux vector through the surface to the temperature
gradient, with the assumption of isotropic fluid.

q j =−λ
∂T
∂x j

(2.8)

The T in the equation (2.8) is temperature, and the λ is the thermal conductivity. By
combining the previous equations, an expanded version of the conservation law can be obtained.

∂ (ρe)
∂ t

+
∂
(
ρu je

)
∂x j

=−p
∂u j

∂x j
+

∂

∂x j

(
λ

∂T
∂x j

)
+Φ+Se (2.9)

Additionally, for chemically reactive flows where species transport is relevant, an additional
expression is used for describing the chemical species mass conservation. This is important
for modelling of combustion processes, chemical reactions and species absorption. The mass
fraction of chemical species Yk is defined as the ratio between the mass of the species mk and
the total mass of the volume m.

Yk =
mk

m
(2.10)

Analogous to the previous equations, the first term in Equation (2.11) is the accumulation, the
second represents the net change of mass flux over the boundaries. The third one is the diffusion
of species, commonly described by the Fick’s law, stating that the mass flux is proportional to the
species concentration gradient and the diffusivity coefficient. Chemical reactions are accounted
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for by the last term, which represents sources or sinks of the reactants and products.

∂ (ρYk)

∂ t
+

∂
(
ρYku j

)
∂x j

=
∂

∂x j

(
ρΓk

∂Yk

∂x j

)
+Sk (2.11)

2.2 General Transport Equation

The analogy between the conservation laws mentioned in the previous chapter leads to the
derivation of a general form of the conservation law, which can be applied to any physical
property represented by a scalar or a vector. The transport equations are the building blocks of
the CFD, as all the physical properties follow the identical procedure, and since developing new
models, or including a description of a new property, follows the uniform approach.

∂ (ρφ)

∂ t
+

∂
(
ρφu j

)
∂x j

=
∂

∂x j

(
ρΓφ

∂φ

∂x j

)
+Sφ (2.12)

In a transport equation, the first term on the left side is the temporal rate of change of
some scalar value φ and represents the accumulation in the cell volume. The second one is the
convective term, which describes the flux of the property φ over the cell boundaries. The first
term on the right side is the diffusive term that represents the flux over the volume boundaries
due to the concentration gradient, with Γ being the diffusion coefficient. Finally, the last term
represents the volumetric source or sink of the transported scalar value.

2.3 Turbulence Modelling

The conservation laws presented above were discussed without the regard for the regime
of the flow they are describing. In nature, two types of fluid flows are encountered: laminar
and turbulent. Laminar flows are stable and display orderly and smooth behaviour without
disruptions between layers. Turbulent flows, on the other hand, are characterised by the intensive
mixing, with fluid particles exhibiting chaotic movement between the layers. They are highly
unstable, with three-dimensional vortices of different sizes mixing the flow, thus increasing
diffusivity. The vortices manifest as pulsations in local pressure and velocity with different
temporal and spatial frequencies. Turbulence depends on flow velocity, fluid viscosity and the
characteristic length of the flow, and is more pronounced with the increase of non-dimensional
Reynolds number (Re) that is used for describing it.

Kolmogorov’s concept of energy cascade is, at present, the most widely accepted theory
describing turbulence [45]. It describes turbulence as eddies of decreasing sizes, each carrying
energy corresponding to their length scale. The energy is transferred from the larger eddies
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by their break-up to smaller ones until the energy of the smallest vortices is dissipated via
molecular viscosity as heat. Based on this concept, the numerical solution of Navier-Stokes
equations for fluid flow can be calculated, resolving the flow to the scale of the smallest eddies.
This necessitates the use of very fine meshes, and a large number of cells, scaling with the Re3

[46]. Similarly, to capture high-frequency pulsations of fluid particles, the time discretisation
also needs to be very fine, leading to significant requirements on computational power. This
approach is referred to as Direct numerical simulations (DNS) and, although the present-day
computational resources are increasing, it is still unfeasible to apply it on industrial applications
[47].

To circumvent the prohibitive computational requirements of directly resolving turbulent
flows, statistical analysis has been used to reduce the problem’s complexity. Random flow
fluctuations are statistically averaged, approximating their solution. Large eddy simulation
(LES) is an approach that partially introduces the statistical modelling for turbulence on lower
spatial scales, where it is assumed to be isotropic, but fully simulates large turbulent structures
[48]. It is therefore computationally less demanding than the DNS, but its complexity depends
on the limit below which the smaller vortices are filtered, and the sub-grid scale models are
applied. The application of LES is rising along with the increase of available computational
resources, but it still has not been widely applied for industrial applications.

Lastly, the whole turbulent field can be resolved by modelling. The results obtained by DNS
provide information about the flow on a very fine scale and in a high number of time steps, which
is preferable for the detailed analyses of fluid flow and the investigation of turbulence. However,
for the majority of uses, and especially for engineering applications, averaged values of physical
fields and their integral variables are of interest. Therefore, the approach that incorporates
averaging of the physical variables before the Navier-Stokes equations is applied as a way of
significantly simplifying numerical solving of the fluid flows. Averaging can be performed on
time- and on space-basis, while the former is more widely used. One of the techniques available
is the Reynolds decomposition, where the instantaneous variable of some physical quantity φ is
decomposed into the time-averaged component φ and its fluctuating value φ ′ [49].

φ (xi, t) = φ (xi)+φ
′ (xi, t) (2.13)

The Figure 2.1 illustrates the decomposition and the background of the Reynolds-averaged
Navier Stokes equations (RANS). It solves only the mean variables, and the details of turbulence
are modelled. RANS approach utilises the time averaging for the mean value φ as described in
Equation (2.14).

φ (xi) = lim
T→∞

1
T

∫ t+T

t
φ (xi, t)dt (2.14)
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Figure 2.1: Decomposition of instantaneous turbulent flow into mean and fluctuating values.

2.3.1 Incompressible Flows

The incompressible formulation of the conservation laws is considered, as turbulence models
have been developed initially for these flows [50]. In incompressible flows, the density is taken
as constant, so the continuity equation from (2.1) reduces to

∂u j

∂x j
= 0 . (2.15)

If Reynolds decomposition, equation (2.13), is applied to the continuity equation, along with
the averaging rules

(
φ = φ ; φ ′ = 0

)
, an averaged continuity equation is obtained:

∂u j

∂x j
=

∂u j +u′j
∂x j

=
∂u j

∂x j
= 0 . (2.16)

Analogously to the continuity, the momentum conservation equation for the averaged values
is derived. The viscous stress tensor for incompressible flows is reduced to the first term in
equation (2.4), as the divergence of the velocity field in the second term equals zero. After
inserting velocity decomposed into the mean and pulsating part, the identity for viscous stress
tensor for average velocity and incompressible flow is obtained.

τ ji = µ

(
∂ui

∂x j
+

∂u j

∂xi

)
(2.17)

When the expression above is applied to the momentum equation (2.2), along with the
decomposition of velocity, and taking into account that the product of two fluctuating parts does
not equal zero, the following form is obtained.

∂ (ρui)

∂ t
+

∂ρ

[(
ui u j

)
+u′i u′j

]
∂x j

=− ∂ p
∂xi

+
∂

∂x j

[
µ

(
∂ui

∂x j
+

∂u j

∂xi

)]
(2.18)
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This equation for averaged velocity is similar to the original incompressible conservation
equation, except for the addition of the product of fluctuating velocities which are caused by
the non-linear convective term. This new product is a symmetrical second-order tensor, which
introduces six additional unknowns, and represents the turbulent diffusion of momentum. By
rearranging the convecting term and grouping the new tensor with the molecular diffusion. The
new term also acts as stress and is labelled Reynolds stress tensor τR

i j.

∂ (ρui)

∂ t
+

∂ρ
(
ui u j

)
∂x j

=− ∂ p
∂xi

+
∂

∂x j

[
µ

(
∂ui

∂x j
+

∂u j

∂xi

)
−ρu′iu

′
j

]
(2.19)

With the introduction of Reynolds stress tensor, the system contains more unknowns than
the number of equations. Therefore, additional equations are needed for solving this closure

problem, which is achieved by modelling the turbulence.

2.3.2 Compressible Flows

Compared to the incompressible flows, density changes due to pressure variations or com-
bustion processes can be significant in compressible flows. Reynolds averaging can become
complicated if used in compressible flows, as products of fluctuating density and velocity ρ ′u′i
and triple correlation with ρ ′,u′i and u′j appear in continuity and momentum equations, respec-
tively [51]. Therefore, it is more convenient to use mass-based averaging, to simplify derivations
and avoid additional terms. Favre averaging [52] decomposes the instantaneous variable to the
average and fluctuating one, similarly to the Reynolds averaging:

φ = φ̃ +φ
′′ , (2.20)

where φ ′′ represents the fluctuating value, and the averaged value φ̃ is defined as follows, with
ρ being the Reynolds-averaged value:

φ̃ =
1
ρ

lim
T→∞

1
T

∫ t+T

t
ρ (xi, t)φ (xi, t)dt . (2.21)

Following are the continuity and momentum equations for compressible flow and Favre-
averaged values. They are derived analogously to the RANS equations, and together comprise
the Favre-averaged Navier-Stokes equations (FANS).

∂ρ

∂ t
+

∂
(
ρ ũ j
)

∂x j
= 0 (2.22)

∂ (ρ ũi)

∂ t
+

∂
(
ρ ũiũ j

)
∂x j

= ρ fi−
∂ p
∂xi

+
∂τ ji

∂x j
−

∂

(
ρ ũ′′i u′′j

)
∂x j

(2.23)

Here, as well as with the RANS equations, an additional term −ρ ũ′′i u′′j is introduced com-
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pared to the regular Navier-Stokes equations. It is a consequence of non-linearity of convective
terms: turbulence is highly sensitive to perturbations, and needs to be modelled with additional
equations, since averaging does can not reduce the order of the problem. This Reynolds stress
tensor is, therefore, a central issue in turbulence modelling. It is a symmetrical second-order
tensor with six unknowns, shown below, and it represents.

τ
R
i j = ρu′′i u′′j =−ρ

 u′′21 u′′1u′′2 u′′1u′′3
u′′2u′′1 u′′22 u′′2u′′3
u′′3u′′1 u′′3u′′2 u′′23

 (2.24)

The trace of the Reynolds stress tensor matrix represent the normal stresses, and is usually
isolated to form the turbulent kinetic energy.

k =
1
2

u′′i u′′i =
1
2

(
u′′21 +u′′22 +u′′23

)
(2.25)

2.3.3 Closure Problem

One of the most important ideas behind turbulence modelling is the Boussinesq hypothesis
[53]. It is based on the idea that the momentum transfer in turbulent flows is predominantly
influenced by the large and turbulent vortices that mix the flow. The hypothesis assumes that the
turbulent stress tensor is linearly dependent on the mean velocity gradients, analogously to the
laminar flows. The proportionality factor is called turbulent or eddy viscosity µt . It is not related
to any physical property of the fluid involved, but to the flow conditions[54]. Therefore, if we
decompose the Reynolds stress tensor similarly to equation (2.4), we can obtain the Boussinesq
hypothesis for the compressible flows as follows:

τ
R
i j = 2µtD̃i j−

2
3

(
µt

∂ ũk

∂xk
δi j +ρ k̃δi j

)
, (2.26)

where D̃i j represents the Favre-averaged strain rate tensor. By removing the divergence term,
one can obtain the incompressible form of the equation, while the last term on the right is often
omitted in simpler turbulence models.

The eddy viscosity approach is interesting in engineering approaches to turbulence since
modelling of turbulent viscosity mut is sufficient for closing the system of equations. It has
become the basis of simpler closure models for more straightforward applications

While the linear dependency of turbulent stress tensor on the velocity gradient made calcula-
tions simpler, the assumption of the equilibrium between the turbulence and the averaged strain
is not always valid. For the flows with abrupt changes of strain, significant curvature of stream-
lines, flows in ducts and turbomachinery, an improved correlation was needed. By introducing
the non-linear eddy diffusivity models, additional accuracy and applicability to wider range of
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fluid flows can be achieved [55].
Based on the order of relations for velocity, actual turbulence models can be divided in

several categories:

• Algebraic (zero-equation) models

In zero-equation models the turbulent viscosity is algebraically determined — the solution
does not require additional equations as the turbulence is calculated just from the flow
property. They are usually not detailed enough, as they do not account for the convection
and former diffusion effects on the turbulent energy. Following the approach by Prandtl,
the turbulent viscosity µt is calculated through the turbulent velocity ut from the turbulent
length scale lm [56]. The latter is the unknown dimension that is obtained based on the
experimental measurements.

µt = ρut lm (2.27)

• One-equation models

In one-equation models, rather than calculating the characteristic turbulent velocity alge-
braically, an assumption is made that connects the turbulent velocity with the turbulent
kinetic energy k.

µt = ρ

√
k lm = ρ

√
1
2

u′′i u′′i lm (2.28)

One-equation models account for the past flow turbulence by solving a single transport
equation for turbulent kinetic energy. These models introduced transport properties in the
turbulence calculation, but due to need for algebraic formulation of turbulent length scale,
the improvement compared to zero-equation models was not so significant.

• Two-equation models

In two-equation models an additional transport equation is calculated for resolving the tur-
bulent length-scale issue. The choice of additional variable depends between the models,
but the most commonly used ones are dissipation rate ε or the specific dissipation rate
per turbulent kinetic energy ω = ε/k. These models are commonly used in engineering
applications, as they represent a compromise between speed and accuracy. Many vari-
ations have been developed, and the two-equation models are still actively researched.
However, for more accurate results and turbulence-focused research, DNS and RANS are
more relevant.

• Second-order closure models

Also called the Reynolds stress transport models, these represent the set of models that
solve transport equations for each of the six unknown components of stress tensor. They
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are computationally more demanding, and also include additional models for diffusion
[46].

2.3.4 k-ε Turbulence Model

As was mentioned previously, the k-ε model is a two-equation approach which introduces
two additional transport equations to the Navier-Stokes equations to deal with the closure prob-
lem. The physical properties tracked are the turbulent kinetic energy k and turbulent dissipation
rate ε . It is based on the linear Boussinesq approach and the assumption of turbulence being
isotropic and is likely the most widely used turbulence model. It can be traced to the work by
Chou [57], but a large number of model variations has been presented since, most notably by
Launder and Spalding [58], who introduced so called standard k-ε model.

From the dimensional analysis, the turbulent length scale proportionality to the turbulent
kinetic energy and dissipation rate is obtained:

lm ∝
k3/2ε

. (2.29)

When the previous equations is applied to the µt dependency to k, equation (2.28), the
following expression for eddy viscosity is obtained, with the variable Cµ being a model constant.

µt =Cµ ρ
k

2

ε
(2.30)

Two additional transport equations are presented below, derived from the general transport
equation equation (2.12).

∂
(
ρk
)

∂ t
+

∂
(
ρu jk

)
∂x j

=
∂

∂x j

[(
µ +

µt

σk

)
∂k
∂x j

]
+G−ρε (2.31)

∂ (ρε)

∂ t
+

∂
(
ρu jε

)
∂x j

=
∂

∂x j
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)
∂ε

∂x j

]
+C1 G

ε

k
−C2 ρ

ε
2

k
(2.32)

In the equations above, G represents the generation of turbulent kinetic energy:

G = µt

(
∂ui

∂x j
+

∂u j

∂xi

)
∂ui

∂x j
. (2.33)

The rest of the unknowns are the model parameters, or closure constants, which can be
adjusted on a case-to-case basis. However, the set of values presented below covers a wide range
of industrial applications can be found in Table 2.1.

The k-ε model found its application in a wide range of engineering applications, but it has
significant drawbacks that need to be taken into account.

Standard model k-ε models degrade for flows with significant pressure gradients, and these
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Table 2.1
k-ε model constants

Cµ C1 C2 σk σε

0.09 1.44 1.92 1.0 1.3

types of models can not correctly resolve the near-wall flows and turbulent variables, requiring
high resolution of the grid in near walls. Further, k-ε models tend to overestimate the kinetic
energy production, which is commonly solved by implementing the damping functions for the
near-wall behaviour.

2.3.5 k-ζ - f Turbulence Model

A large number of turbulence models has been developed since the initial ones, and different
models, their variants and improvements are still being investigated. The basic two-equation
k-ε model does not produce correct results in the vicinity of the wall, as they assume isotropic
turbulence, while it has strongly anisotropic character. The mentioned damping functions are
an improvised solution since they essentially represent curve-fitting of the results in the near-
wall region. Durbin [59] applied a different approach, by introducing an additional transport
equation for the velocity scale v2, which represents the velocity fluctuations in the direction
normal to the streamlines. Additionally, the elliptic relaxation concept that accounts for the
anisotropic turbulence was introduced by the differential function f . Together, they form the
v2- f model, which is simple but physically based. It is suitable for use in industrial applications,
as it represents a compromise between the robust, but simple two-equation models, and the
physically more sound, but stiff models for full Reynolds stress tensor [60]. The stability of
simulations with the original version of this model was sensitive to cell sizes near the wall, as
function f was inversely proportional to the fourth power of the distance to the cells. This issue
can be solved by using coupled solvers, but a different version of eddy-viscosity model, called
the k-ζ - f model, also aims to resolve these issues. It was presented by Hanjalić et al. [61], and
it is an eddy-viscosity model-based Boussinesq hypothesis and the Durbin’s concept of elliptic
relaxation. Instead of v2, a transport equation for the velocity scales ratio ζ is used. It is defined
as the ratio v2/k. This formulation is significantly more robust and insensitive to grid issues.

This model retains the elliptic relaxation and the sensitivity to inviscid wall conditions,
together with the relaxed stiffness of the function f [62]. Turbulent viscosity is similar to
previous expressions:

µt =Cµρζ kτ . (2.34)

Turbulent time and length scales τ and L are required as parts of the model. They are defined
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Table 2.2
k-ζ - f model constants

Cµ Cε1 Cε2 C1 C′2 σ k σ ε σζ CL Cµ Cτ

0.22 1.4(1+0.012/ζ ) 1.9 0.4 0.65 1 1.3 1.2 0.36 85 6.0

below, bounded by the Kolmogorov scales on the lower end, and combined by the Durbin’s
realizability constraints [63].

τ = max

[
min

(
k
ε
,

a√
6Cµ |S|ζ

)
,Cτ

(
ν

ε

) 1
2

]
(2.35)

L =CL max

min

k
3
2

ε
,

k
1
2

√
6Cµ |S|ζ

 ,Cµ

(
ν3

ε

) 1
4

 (2.36)

In the equation above, the recommended value for a is 0.6, and the rest of the model param-
eters are given in Table 2.2 [64]. The variable S stands for mean strain rate.

|S|=
√

Si jSi j

Si j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

) (2.37)

Finally, three transport equations are presented for the properties that are being tracked —
turbulent kinetic energy k, turbulent energy dissipation ε , and the velocity scales ratio ζ .
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The elliptic relaxation function f is defined as follows:

L2 ∂ 2 f
∂x2

j
− f =

1
τ

(
C1 +C′2

G
ε

)(
ζ − 2

3

)
. (2.41)

The mentioned advantages in physical accuracy and stability are complemented by additional
numerical benefits. For example, ε does not appear in the ζ equation, which is favourable since it
is difficult to correctly reproduce near the wall. Instead, the turbulence kinetic energy production
is present, and it is significantly easier to obtain. The additional fact that benefits the stability
is the dependence of ζ to distance to wall. Compared to the y4, now it scales with y2, which
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improves stability of the computational schemes. Together with the use of hybrid wall treatment
introduced by Popovac et al. [65], the k-ζ - f stands as a universally applicable model for different
applications and y+ values, with increased numerical robustness and more accurate results than
the two-equation models [66].

2.4 Spray Modelling

So far, only the mathematical modelling of single-phase fluid flows has been discussed. How-
ever, the CFD spans into different areas and can be used in diverse applications, and modelling
of multiphase flows is a crucial topic significant for many technical systems. Spray modelling is
of particular interest for researchers, since spray processes lie as a foundation of many industrial
applications, with combustion, gas turbines, IC engines, rocket propulsion, spray cooling and
painting being just a few of them. Modelling of single-phase fluid flow is based on the fluid
dynamics and the continuum assumption. Usually, the rate of change occurring in the fixed point
of space is of greater interest than the behaviour or the shape of individual fluid segments at the
referenced time. Therefore, the Eulerian approach is dominantly utilised in fluid flow modelling,
together with the introduction of the control volume — a subdomain in which processes are
investigated. Previously presented conservation laws were derived with the Eulerian approach,
which is essentially a field specification.

In contrast to Eulerian, the Lagrangian approach represents discrete tracking of individual
fluid segments in different time steps throughout the domain. Each of the approaches has its
benefits for different applications: the Eulerian approach more naturally matches the fluid flow
modelling, while the Lagrangian description is more suitable for solid mechanics since the ability
to control the shape of the domain of interest is lost when applied to fluid flows. Nevertheless, the
approaches are analogous, and their relation is expressed by the concept of material derivative. It
describes the rate of change of some property for the fluid segment travelling along the pathline.
In equation (2.42) the left side represents the material derivative, or the Lagrangian rate of
change, while the first term on the right side stands for the Eulerian rate of change, and the last
term represents the convective rate of change.

Dφ

Dt
=

∂φ

∂ t
+ui

∂φ

∂xi
(2.42)

For multiphase modelling, both the continuous and discrete phases need to be described. As
a continuation of single-phase modelling, the Eulerian description has been applied to the second
phase as well. This is the Euler-Eulerian approach, where discrete particles are represented by
one or more separate phases and additional sets of transport equations governing their behaviour.
The Euler-Eulerian description is most suitable for the dense sprays and the locations near
the nozzle, where the assumption that the discrete phase acts as homogeneous fluid is valid
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[67]. Although the method has some drawbacks, such as losing the shape of liquid spray and
unsuitability for the dilute spray regions, this approach gained popularity in recent years and is
still being actively researched.

The more conventional concept for multiphase modelling is the Euler-Lagrangian approach
(EL). The Eulerian description is still used for the continuous phase, but the discrete particles are
tracked by the Lagrangian formulation. The initial research of the EL can be traced to the 1950s
and is the prevailing numerical concept for multiphase modelling [68], capable of describing both
liquid droplets and solid particles. The liquid sprays differ significantly in their characteristics
and droplet sizes, depending on the applications. Aerosols and fine spray injections in internal
combustion engines form droplets as small as 10µm, while rain and low-pressure atomizer
droplets are in the millimetre range. In addition to the significant size difference, the number of
droplets that rises to 1×108 makes tracking of every droplet computationally prohibitive [69].

A practical alternative to tracking absolutely every discrete particle is the Discrete droplet

method proposed by Dukowicz [70]. It arranges the spray particles into statistical classes called
parcels, which represent mutually non-interacting particles with identical properties that are
being tracked through the domain by the Lagrangian approach. The DDM approach is suitable
for high-pressure sprays in IC engines with high momentum and entrainment, reactive sprays in
combustion applications and chemically reactive applications. The phases are fully coupled, and
the interactions between them are accounted by the source terms in the continuity, momentum
and the energy equations. This approach contrasts some atmospheric pollution approaches,
which assume that the discrete phase does not influence the flow, and are reduced to tracking
particles in the velocity field. The EL method avoids numerical diffusion, and represents the
statistical approach to spray modelling, with the initial droplet velocities, positions, and particle
size distributions individually assigned. The original method by Dukowicz was limited only to
the constant-sized particles, but the present model in AVL FIRETM accounts for evaporation and
reactive sprays, together with other phenomena. However, there are several drawbacks of the EL
and the DDM approaches, such as the computational intensity when dealing with large number
of droplets. In contrast to Euler-Eulerian method, which is suitable for the dense spray region,
assumptions for the EL methods are not valid for near-nozzle regions: liquid volume fraction is
no longer low, and the parcels are not equally distributed across the domain [71]. Furthermore, to
increase the numerical stability, the cell sizes around the nozzle need to be larger than the orifice
dimensions. This ensures low volume fraction, but decreases the spray resolution. Another
difficulty with the standard DDM method is the treatment of parcels as concentrated sources,
which can lead to numerical instabilities unless interpolation is included [72].

By considering the forces acting on a parcel in a Lagrangian framework, one can obtain the
ordinary differential equations describing motion and tracking the parcels in three-dimensional
space.

md
duid

dt
= ∑Fi (2.43)
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The force that needs to be taken into consideration is the drag on the particle travelling in
the gas phase. The drag force Fid is given as:

Fid = Dd uirel , (2.44)

where Dd represents the velocity-dependent drag function, defined as:

Dd =
1
2

ρgAdCDuirel . (2.45)

In the equation above, ρg is the gas phase density, and Ad is the parcel cross-sectional area,
and uirel is the relative velocity between the fluid and dispersed droplet. Drag coefficient Cd

is taken for a single sphere, and the expression depends on the droplet Reynolds number. To
account for the reduced drag coefficient on small particles, the Cunningham correction factor
Cp has been implemented in AVL FIRETM software [73].

Cd =


24

Red Cp

(
1+0.15Re0.687

d

)
Red < 103

0.44
Cp

Red ≥ 103
(2.46)

The Reynolds number for particles is used in equation (2.46), where the physical properties
are related to the gas phase, the velocity is relative between the phases, and the characteristic
dimension used is droplet diameter:

Red = vd
ρguabsdd

µg
. (2.47)

Even though the drag is the dominant forces acting on the particle, the effects of gravity
can also be significant. Gravity is taken into account together with the effects of buoyancy, as
following:

Fig = (ρp−ρg) gi . (2.48)

The instantaneous particle position is determined by integrating the velocity, so the position
vector is obtained:

dxid

dt
= uid . (2.49)

During the years since the DDM approach was introduced, additional submodels were intro-
duced to expand the physicality of the model. For example, interaction of discrete phase and
turbulence was investigated by Gosman and Ionnides [74]. It includes the stochastic influence
of turbulent dispersion by adding the fluctuating velocity uig.
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Sulfur Oxides Removal

3.1 Technology Overview

The SOx or NOx emissions from combustion sources can generally be avoided by couple of
approaches: i) using the fuels with low sulfur or nitrogen contents chemically bound in them;
ii) by implementing modifications during combustion, such as burner optimisation, altering the
combustion parameters, or injection of chemicals into combustion chamber; iii) or by employ-
ing the post-combustion technologies for gas cleaning. For the part of this Thesis revolving
around the controlling the sulfur oxides emissions, the focus will be placed on the latter ap-
proach. Technologies for SOx removal from the combustion gases are collectively called flue

gas desulfurization, FGD. Cleaning is generally achieved by scrubbing processes, which are
used for removal of particulates and pollutant gases from exhaust streams.

3.1.1 Flue Gas Desulfurisation

Originally, the scrubbers were designed for carbon dioxide removal in first submarines, but
have found more widespread application in industrial gas cleaning in 1930s and onwards. Due
to increasing concern for the health and the environment, but certainly bolstered by the regula-
tions forcing the reduced emissions, there has been a significant increase in the desulfurisation
capacities in the previous decade. For example, just in the period between 2006 and 2009, China
equipped 422 GW coal power plants with SOx removal technologies, increasing the coal power
capacities equipped with the SOx scrubbers from 10% to 71% [75]. The installed capacities
increased further, and Tang et al. claim that by the end of 2017 nearly all of the coal-fired power
plants in China had installed SOx removal equipment [18]. Wet limestone systems accounted for
roughly 85% of installed stationary systems, while seawater was used as absorbent in approxi-
mately 2.5% systems in 2016. On the other hand, the United States had the 140 GW, or 42% of
installed coal capacities, equipped with desulfurisation technologies prior to 2008 [75]. These
numbers are in rough agreement with the US Energy Information Administration’s data for 638
power plants with 151.5 GW of associated net summed capacity in 2008 [76]. The growth in
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the United States has not been as outstanding as in China, as the number of power plants with
desulfurisation capabilities rose to 661, accounting for the 214 GW of installed capacities.

The economics of desulfurisation system installation in power plants is difficult to discuss,
as myriad of factors can influence costs and profitability. Additionally, different types of power
plants are subject to different regulations in countries around the world, making the detailed
comparison unfeasible. Besides being out of scope of present work, the analysis is further
aggravated by the non-existance of the widely available data on the costs of equipment, as well as
by the different financial penalties and benefits included in the choices around the desulfurisation
systems. Nevertheless, the data for Chinese coal power plants report that the operation and
maintenance costs of both new and retrofitted facilities ranged from 1.8 to 4.1 $/MWh in 2008
[75]. For the United States, the reported figures are somewhat lower, but still in the similar range.
The average operation and maintenance costs were at 1.44 $/MWh in 2008 and increased to
2.08 $/MWh in 2018 [76]. Additionally, the installed capital costs were reported from 158 $/kW
to 358 $/kW, possibly ranging more due to particularities and sizes of installed equipment.

Exhaust gas cleaning systems on ships are comparatively new application and the data is
not available for longer historical trends, but the more dynamic market with higher numbers
of installed scrubbers in recent years allow for more information about the capital investments.
However, since the optimal path and the ideal solution for complying with the IMO sulfur limits
has not yet crystallised, capital costs still vary significantly with the scrubber type, ship design,
configuration and performances. The estimations in 2012 placed the installation costs of 1 MW
wet scrubber at around $ 1 million, and the scrubber for 20 MW engine at $ 2 to 5 million
[77]. Total capital costs of a wet seawater scrubber installed in 2014 for cleaning the gases of a
3.5 MW engine were at $ 3.2 million, with the scrubber system accounting for roughly the half
of the price, while the rest of the amount was spent on designing, installation and retrofitting
[78]. The numbers given by the EGCSA, the association for promoting the exhaust gas cleaning
systems and associated supporting technologies, fall into this range, as they report $ 1 million
for 1 MW and $ 3 million for 20 MW engines. The indicative price of 125 to 375 USD per
kW can be used as an approximation for capital costs. On the other hand, annual operating
costs are reported at $ 43.5k for a 1 MW engine, and $ 477k for a 20 MW engine, which can
be approximated to 3% of the capital investments. Similarly, the reported power consumption
for seawater scrubber is between 10 to 30 kWh/MW [77]. In the end, the overall profitability
depends on larger number of factors, and is hard to be accessed unless examined on a case-to-
case basis. Differences between the designs, ships, technology, as well as the volatile price of
heavy fuel oil or low-sulfur alternatives can affect the best solution. Further, and as the number
of installed scrubbers will grow, the technology will mature and the prices will drop as well.

Initially, scrubbers implied the wet design with liquid medium for cleaning pollutants from
flue gases, but more recently, the dry approach is included as well, where dry reagents or slurry
have been used to clean the exhaust gases. Wet scrubbing brings the liquid in contact with flue
gases and the pollutants are absorbed or washed away, with some of the scrubbing agents being
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lime and limestone suspensions, sodium hydroxide [79] and magnesium hydroxide solutions
[80], or seawater. Wet process can remove soluble gases as well as solid particulates, but usually
the scrubbers for coal power plants that emit increasing amounts of fly ash are coupled with
electrostatic precipitator or a baghouse filters for better removal efficiencies and easier operation.
Wet processes are a choice for the majority of applications, accounting for more than 85% of
installed removal capacity [81], but dry scrubbing offers some benefits as well. Wet scrubbers
achieve higher pollutant removal efficiencies — easily over 90% and for some designs even
above 99%, while dry scrubber systems generally demonstrate lower efficiency [80]. Generally,
the choice of the desulfurisation design depends on the plant size and the targeted emission
removal, and the wet design is chosen for the large projects with higher removal requirements,
while dry design is usually installed in smaller applications, power plants with sizes less than
200 MW. Additionally, it has been reported that dry scrubbers require more space and heavier
equipment, while achieving lower efficiency levels at around 80%, making their implementation
in ships prohibitive [82]. Scrubbing with liquid agents offers greater flexibility in operating
conditions — flue gases with higher temperatures and high humidity can be treated without
issue, and liquid surface area can be modified more easily compared to the injection of solids.

The main benefit of dry scrubbing is the reduced production of waste materials and its easier
handling, as wet scrubbing can produce considerable amounts of slurry [83]. This can present
a greater issue for the scrubbers installed on ships that require closed-loop operation in some
ports, increasing the system’s complexity and mass (Section 1.2.2). However, dry scrubbing
using the solid alkaline sorbents can only be used for acid gases removal and suffers from issues
with particle agglomeration. However, despite the mentioned lower efficiency, it found its way
in limited number of applications [84]. The wet process offers better flexibility for possible
operating conditions, offers greater choice of scrubbing chemical agents and are preferred when
high SOx removal efficiency and removal of particulate matter are needed, and is thus more
represented in industrial applications [85].

Operational issues characteristic for wet scrubbers can cause issues: solids build-up and
clogging — especially when the entering flue gases contain high levels of particulates; freezing
of the piping and the equipment at low temperatures; corrosion occurring in system due to
exposure to water and chemicals. Therefore, higher maintenance is required [86]. Care has to
be taken when designing the hydrodynamics of wet scrubbers as well, since the pressure drop
through the system can be considerable and affect the fluid flow. Similarly, the exhaust gases
after the desulfurisation exit the scrubber with high humidity and lowered temperature, which
can impact buoyancy, dispersion of gases, increase ground concentrations of pollutants or cause
condensation in chimneys, sometimes leading to the need for reheating of gases [87], which
likewise raises the temperature above the dew point, preventing condensation of sulfuric acid.
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3.1.2 Scrubbing Liquids

In wet scrubbers, the exhaust gases are brought into contact with liquid medium, which
absorbs pollutants into the liquid phase. The process can be divided into physical and chemical
absorption, where the first part includes dissolution of the compound, while the second one
occurs when the absorbed compound and the solvent react chemically. Depending on the appli-
cation, different chemicals can be used as scrubbing liquids and chemical absorption may limit
the process, but typically the rate limiting step is the physical absorption between the phases.
Generally, the scrubbing liquids are alkaline solutions, and their use increases the capability for
SO2 absorption by additional neutralisation of the formed H3O+ ions. Most widely used type of
wet flue gas desulfurisation is scrubbing with lime or limestone, which are calcium-containing
chemicals [88]. It is a mature technology, in development since the 1970s, and presently ac-
counts for the great majority of the globally installed desulfurization capacity. It is characterised
by high desulfurisation capacities and efficiencies, stable and simple operations. Both lime and
limestone are only dispersed in water and pumped as slurry, since they do not readily dissolve
in aqueous solutions. Sulfur dioxide is absorbed and reacts with limestone or lime, producing
calcium sulfite CaSO3. The cost of materials is not prohibitive to their use as they are abundant,
but still, the operating cost connected with their transport and preparation are not insignificant
[89]. Limestone is preferred, since lime has higher price and requires more complex prepara-
tion, but it provides better pH stability due to faster dissolution. The process results in a slurry
which can be dried and the solid residue is easier to transport and handle. Furthermore, by the
oxidation of slurry, gypsum is obtained, which is then used as plaster in construction, allowing
for some reduction of operating costs [90]. The main drawback of this process is a tendency for
nozzles and pipes clogging and scaling over scrubber walls and packing material. The calcium
compounds produced in the process accumulate in recirculation loops, and the clogged nozzles
reduce efficiency by affecting the atomisation of spray droplets. This leads to operation issues
and increased maintenance, and necessitates simpler geometries for the scrubbers.

Besides the widespread limestone process, technologies with other scrubbing agents have
also been developed and implemented. Neutrality of the scrubbing liquid can be achieved by
dissolving sodium hydroxide or magnesium hydroxide in water, usually in a closed-loop re-
generative systems. Another example of the desulfurisation technology is the Wellman–Lord
process, in which sulfur dioxide reversibly reacts with sodium sulfite, followed by the regener-
ation stripping process in an evaporator, producing the stream of SO2 in steam. This approach
is characterised by the low environmental impact, as it avoids the waste disposal and raw mate-
rial supply, but its complexity is significantly higher, and the maintenance and capital costs are
presently prohibitively high.

Additionally, alternative approaches that employ sodium bicarbonate [91] or hydrogen per-
oxide solutions [92], ozone oxidation systems [93] or the use of electrical discharges [94] have
been developed, but despite offering some advantages over the more conventional processes
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such as avoiding residual sludge, decreased fouling, requirement for large amounts of reactants
and others, they still account only for a fragment of total installed scrubbing capacities due to
their disadvantages or novelty.

On the other hand, utilisation of seawater in flue gas scrubbing stands as a promising alterna-
tive technology for pollutant removal that avoids using additional chemicals. This approach has
been first proposed by Bromley [95] and has since been investigated and applied in industrial
applications. The obvious benefit of seawater is its abundance and availability in locations near
the sea, so the desulfurisation process is possible in the coastal power plants which already com-
monly use seawater for cooling purposes. Additionally, the previously discussed regulations and
requirements concerning the emissions from maritime applications opened the way for increased
application of the seawater desulfurisation processes in ships. The fresh seawater is generally
alkaline, with the pH values slightly above neutral — from 7.9 to 8.4 — and fluctuating with the
location and seasons [96]. Seawater has a complex and varying chemical composition with salts
and ions such as sodium, chloride, magnesium, sulphate and calcium. The dissolved alkaline
compounds in seawater — mainly carbonate and bicarbonate ions — contribute to its intrinsic
alkalinity, which generates a buffering effect, conserving the pH values. This enables higher
absorption capacities of seawater compared to the physical absorption in pure water and stands
as a basis behind the seawater scrubbing process.

Seawater used as a scrubbing agent offers high removal efficiency — the literature sources
somewhat disagree on the exact numbers, but the consensus is that the efficiency is similar to
other wet scrubbing technologies. For example, Wang et al. state that the efficiency is about
90% [96], and the literature review by del Valle-Zermeño et al. found that the efficiency lies
in the range of 92% to 97% [89]. These results are in agreement with the work by Oikawa
et al., who reported measurements from the 600 MW power plant equipped with the seawater
desulfurisation system. The removal efficiency was 90% to 98%, but with somewhat lower
sulfur content in coal at 1%, which corresponded to SO2 concentration of 500 ppm to 700 ppm
in flue gases. This issue is connected to the reported lower capacity of seawater absorption
compared to lime-based alkaline solutions. The alkalinity of seawater is regionally dependent
and can vary considerably, which can lead to decreased capacity for absorption and lowered
removal efficiency in presence of high-sulfur conditions [82]. Consequently, this can require
increased amounts of seawater for desulfurisation and more careful design of systems. On the
other hand, Pandey et al. [97] and Radojević [98] state in their works that the removal efficiency
of seawater systems is 99%, which indicates dependency on seawater, scrubbing conditions,
design solutions, as well as the need for further research.

Research and development of seawater systems has lead to the point that it is a technology
competing with the more common alkaline systems. Its advantages over the lime and limestone
systems are easier preparation and decreased cost of material procurement. Operating costs and
maintenance are generally lower, as seawater does not cause clogging and scaling as limestone
scrubbing. Still, due to larger flows of liquid medium required, seawater scrubbing consumes
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more power for pumps, spraying and circulation. Capital investments are more favourable
for seawater scrubbing as well, due to the easier preparation and treatment, and can account
for as little as 1⁄3 of the conventional alkaline scrubbing facility [96]. Nevertheless, seawater
systems presently do not take up a large share of land-based desulfurisation capacities, as they
were implemented in approximately 1% of power plant FGD systems in 2000s [89]. However,
seawater scrubbing has a different outlook in maritime applications, where it is a dominant
technology for FGD, especially after the recently-imposed restrictions on SO2 emissions. In
maritime transportation, diesel engines represent the majority of installed powering devices, with
two-stroke, low-speed diesel engines being used almost exclusively for large ships due to high
efficiency and ability to use cheap HFO. The cost of fuel comprises 2⁄3 of the total freight cost,
according to some estimates [99], and this explains the need for fuel efficiency. This presents
another obstacle for the change to low-sulfur fuels for avoiding the SOx emissions. A study
by Ma et al. [100] compared greenhouse gas emissions and total energy consumption on a
well-to-wake bases, and concluded that installing the seawater after-treatment systems might be
better and more economical than switching to more expensive low-sulfur fuels.

Besides the mentioned advantages and potentials of the seawater scrubbing, there are also
some barriers that need to be overcome. Despite the benefits in operation, a drawback of using
seawater is its increased corrosivity for piping and exposed equipment. Additionally, the regional
variations in seawater properties can negatively impact the operation and desulfurisation process,
as the removal efficiency depends on the alkalinity and chemical composition. Finally, there
are the uncertainties with effluent discharge, already described for maritime applications in
Section 1.2.2. A techno-economic analysis of the available desulfurisation technologies for the
2400 MW coastal power plant concluded that the seawater scrubbing is the preferred technology,
and that the environmental impact is to be low, with just 1% increase of sulphate ions compared
to the fresh seawater [90]. Although the research hitherto did not prove the harmful effects
of acidified effluent discharge, caution and additional long-term studies are needed, as well as
compliance to stricter rules and assessment of possible environmental impacts of new scrubbing
capacities.

3.1.3 Scrubber Design

Flue gas desulfurisation units are the contactor devices used to absorb SO2 from flue gases.
Besides the choice of scrubbing agent and the underlying chemical processes, another crucial
part is the scrubber design, which dictates the interface area between phases and the overall
mass transfer, and the Table 3.1 lists the characteristics of widely used scrubber technologies
and types. The most common designs for the wet scrubbers are packed beds, tray scrubbers,
bubbling reactors and spray scrubbers.

Packed beds employ the design where liquid flows over the packing inside the scrubber
column, achieving high mass transfer, large contact area and residence time. The packing
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Table 3.1
Comparison of major scrubber technologies and designs.

SCRUBBER TYPE Dry Wet

efficiency approx. 80% to 90% 90% to 99%

advantages

easier residue collection
and handling; easier retrofit;
smaller space requirements;
cheap and available reagens
that might be reused

flexible operation at wide
range of conditions; applica-
ble for high temperatures; re-
moves particulates; smaller
space required

disadvantages

suitable for smaller sizes;
require more space and heavier
equipment; only for acid gases
removal; particle agglomera-
tion issues

higher power requirements;
clogging and corrosion; water
pollution; issues with effluent
disposal

ABSORBENT Lime / limestone Seawater
efficiency up to 99% 90% to 99%

price

higher cost of reactants, but
not expensive

higher capital cost of piping
and pumps; higher energy
consumption due to larger
amounts of seawater; seawater
is free

advantages
high removal efficiency not de-
pendant on seawater; residue
can be used for gypsum pro-
duction

abundant and available liquid;
high efficiency; no chemicals
used

disadvantages
scaling and clogging; use
of chemicals and absorbent
preparation;

increased corrosion, higher
amounts of seawater required;
alkalinity varies

SCRUBBER DESIGN Packed bed Spray

advantages
high mass transfer rates; large
interface; high residence time

simple design and operation;
smaller pressure drop; high
mass transfer

disadvantages
packing deterioration; higher
pressure drop

mass transfer and interface
area hard to determine; larger
power consumption
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Figure 3.1: Packed bed scrubber [101].

material can be made of different sizes, shapes and materials, and the counter-current flow of
gas and liquid is preferred. Although this is the most common design for stationary applications
in chemical and process industry, it still has some drawbacks. The exposed packing material
can corrode or degrade, and clogging and scaling represent issues for limestone scrubbing
[102]. Depending on the packing material, pressure drop inside the scrubber can be significant,
especially for the earlier generations of unstructured packing. Tray scrubbers achieve gas-liquid
contact by directing the flows through the perforated tray, therefore mixing the phases [103].
Similarly to packed beds, they suffer from clogging and high pressure drop. On the other hand,
bubbling reactors employ different approach, as flue gases are introduced in the liquid phase,
forming rising bubbles that exchange mass [104].

Pressure drop and obstacles to flow in scrubber can cause excessive backpressure and impact
the operation of system’s boiler or engine. The increased backpressure may change the operating
conditions and cause excessive pollutant formation. It presents greater issues when multiple
engines or boilers are connected to single exhaust, which can mutually interact if resistance to
flow inside scrubber is to high. This issue can be avoided by installation of a fan, but careful
designing of scrubbers with low pressure drops can prevent issues as well.

The scrubber design of interest in this Thesis is the spray scrubber. They are commonly
used counter-currently, with the liquid sprayed from nozzle arrays into a stream of rising flue
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Figure 3.2: Spray scrubber [105].

gases. Their design and operation is more straightforward and they are less prone to clogging,
which makes them more suitable for lime and limestone scrubbing. Compared to the packed
bed scrubbing, they have smaller pressure drop, but are characterised by higher liquid flow rates
and somewhat higher power consumption due to lower residence times. Spray scrubbing is
widely spread technology capable of high mass transfer rates, but one of the main issues is the
difficulty in predicting the surface area and the overall mass transfer. The mass transfer is highly
dependant on droplet sizes and spray conditions so the exact interface area is hard to determine.
Additionally, in stationary scrubbing, but especially in maritime applications, achieving high
removal efficiency is a necessity. Reducing the required inflow of fresh seawater reduces the
strain on the environment, the operational issues and the required size of the scrubber, so the
high mass transfer rate is a requirement for the spread of seawater scrubbing spray scrubbers
[106].

These issues indicate the need for further development of the spray scrubbing technology.
There is a requirement for advanced tools capable of modelling the complex phenomena occur-
ring in seawater spray scrubbing. During the past century, liquid-gas contactors have been a
topic of investigation for numerous researches and scientists in different fields and applications.
Theories and equations for mass transfer and absorption ranged from empirical to analytical
and finally to adoption of numerical approach for modelling the scrubbers. Seawater scrubbing
of SO2 pollutants in maritime and coastal operations represents only a niche application in the
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overarching mass transfer processes. However, the combination of advanced numerical tools
such as computational fluid dynamics with the use of seawater as an alternative scrubbing fluids,
could lead to improved processes, lower impact on the environment and increased sustainability.
Thus, further development of these tools is essential for deeper insights into processes and the
ability to design better products. In the 1923 pioneering paper on inter-phase convective mass
transfer, Whitman [107] states:

Few subjects are creating more interest both theoretically and practically than gas
absorption. For years entirely empirical in its applications and even yet preponder-
antly so, there have been developed several theories that seem to shed some light
on its mechanism. This paper clears up some of the fog around the potential factor.
[. . .] One of the slogans should perhaps be, „No more monstrosities as absorption
towers!” No more of the old formula, „Let’s make it a foot bigger in diameter and 5
feet higher just for good luck”.

It seems that the design issues today are still not fully resolved, as the comprehensive numer-
ical model for seawater absorption is not available for the industrial usage and research. With
this in mind, this Thesis tries to contribute to mentioned issues.

3.2 Desulfurisation Chemistry Modelling

Desulfurisation lies at the interception of several physical and chemical phenomena, which
complicates its modelling. First of all, the spray of liquid requires accurate description, which
can represent an issue with large quantities of water injected in spray scrubbers. Although the gas
flow on its own is not overly complicated, the spray-gas interaction can introduce complexities.
Further, besides the sheer number of droplets needed tracking in the numerical domain, they can
exhibit hydrodynamical phenomena that can be significant for absorption modelling, such as
droplet oscillations and pulsations, internal circulation of fluid, collisions, droplets breakup and
turbulence dissipation. On the other hand, chemical species in flue gases exiting the engine or
combustion chamber need to be tracked, and the aqueous phase chemical reactions of absorbed
SO2 require careful modelling approach. The interaction of mentioned phenomena needs to be
accounted for and implemented in the numerical model for SO2 absorption.

Sulfur dioxide absorption in water droplets can be divided in two major sections. The first
one covers the chemical processes of transferred SO2 in the liquid phase. In comparison to the
pure absorption with no chemical reactions, the reactive process increases the absorbing potential
and the SO2 removal efficiency. The second part entails the process of physical absorption of
SO2 from the gas phase into the liquid, and it covers the influence of fluid flow, spray droplets’
characteristics and physical properties on the mass transfer across the gas-liquid interface. This
way, the physical absorption controls the dynamics of mass transfer into the liquid phase, while
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the chemical reactions hold the major influence on the maximum achievable SO2 concentrations
in droplets. This two-pronged approach divides the chemical and physical sections of the process,
and presents the base of absorption modelling. It is commonly used in the available research on
absorption processes, and in the subsequent sections the implementation from single droplet to
the full spray will be presented.

3.2.1 SO2 Solubility

When a gas mixture comes in contact with a liquid phase, its constituents dissolve into
the liquid depending on their solubility. The total amount of individual gases that is dissolved
is proportional to their partial pressures in the mixture, and the whole process is described
by the Henry’s law. Henry’s law implies the equilibrium between the phases and is valid for
describing sufficiently dilute solutions. On the other end of the spectrum is the Raoult’s law,
which correctly describes the behaviour of non-ideal solutions at high concentrations, closer to
the pure substances. Since the concentrations encountered in scrubbing processes are quite low,
the application of Henry’s law is valid in desulfurisation modelling [108]. The proportionality
constant that indicates the solubility of different chemical species is called Henry’s law constant,
and Sander [109] provided a comprehensive introduction, covering the physical background,
variations of Henry’s law and dimensions, temperature and solution composition dependence, as
well as the detailed compilation of Henry’s law constants for various chemical species dissolved
in water. By using the Henry’s law, partial pressure of SO2 in flue gases can be related to the
achievable equilibrium concentration of dissolved SO2 in the liquid phase:

Hcp
SO2

=
cSO2

pSO2

=
[SO2]

pSO2

. (3.1)

The expression above connects the partial pressure pSO2 to the concentration of unreacted

dissolved SO2 in the aqueous phase [SO2]
1.

Sulfur dioxide solubility in aqueous solutions varies with the temperature, and while the van
’t Hoff equation can be generally used to describe the temperature dependency of equilibrium
constants, it can also be applied to Henry’s law constants. The first equation below represents
the van ’t Hoff equation modified for Henry’s law constants and, when integrated, leads to the
second expression with parameters A and B that can be tabulated.

d lnH
d (1/T )

=
−∆solH

R

H (T ) = A · exp
(

B
T

) (3.2)

1Square brackets around the chemical formula—conventionally representing concentrations in chemistry—are
used onwards.
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However, a more practical approach is to use an expression based on reference values.
Equation (3.3) shows the temperature dependence of Henry’s law constant with the reference
temperature T−	− = 298.15K.

Hcp (T ) = Hcp−	− · exp
(
−∆solH

R

(
1
T
− 1

T−	−

))
(3.3)

Hcp−	− represents the value of the constant at the reference temperature, and in the expression
−∆solH/R, the H represents the enthalpy at the reference temperature. Both of the values are
tabulated and reported for different chemical species, and are valid for limited temperature range.
The values used in this work for SO2 are 1.2×10−2 mol/(m3 Pa) and 2850 K for Hcp−	− and
−∆solH/R, respectively [109]. The Henry’s law constant for SO2 is large compared to other
atmospheric or exhaust gases, making it rather soluble in water and allowing for absorption from
flue gases.

In equation (3.1), [SO2] represents only the SO2 transferred through the interface and dis-
solved in water. This is purely physical process and for a given temperature provides a linear
correlation between the pressure and dissolved concentrations. However, SO2 is reactive in
aqueous phase and participates in chemical reactions that modify the final amount of dissolved
SO2.

3.2.2 Pure Water Chemical Model

Chemical reactions in the aqueous phase are the foundation of the sulfur dioxide removal
process. The unreacted SO2 that is absorbed through the gas-liquid interface and dissolved in
the liquid phase can partake in chemical reactions in aqueous form. It is being spent in chemical
reactions, a process that increases the available SO2 absorption capacity. Therefore, the accurate
modelling of chemical reactions in aqueous phase is important for determining the possible SO2

uptake by water.
The initial investigations in sulfur absorption chemistry were focused on determining equi-

librium conditions of gas and liquid phases for different parameters [110], but disregarded the
influence of mass transfer dynamics between the phases. Subsequent research was done pri-
marily as a part of atmospheric studies and focused on removal of pollutants in atmosphere by
falling raindrops [111], while applying the improved chemical models for SO2 reactions in water
to the experimental data obtained from tests in rain shafts [112].

Chemical models available in the literature on the subject of SO2 absorption in water range
in complexity and applicability. The accuracy and computational requirements of the model
vary depending on the application, thus either a comprehensive chemical system with a larger
number of species and reactions can be used, or a reduced system with global reactions can be
solved for.

The dissolved sulfur dioxide is surrounded by the water molecules and reacts, forming
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sulfurous acid H2SO3, as per first reaction in equation (1.5). However, sulfurous acid has only
been observed in gas phase and no evidence of the acid has been found in the solution, as
it dissociates into conjugate bases which are common bisulfite and sulfite ions. These ions,
together with the unreacted SO2(aq) comprise the total SO2.

SO2(g) −⇀↽− SO2(aq)

SO2(aq)+2H2O(l) −⇀↽− HSO3
−
(aq)+H3O+

(aq)

HSO3
−
(aq)+H2O(l) −⇀↽− SO3

2−
(aq)+H3O+

(aq)

(3.4)

The first reaction in the chemical mechanism above is the dissolution of the gaseous SO2 into
unreacted, aqueous form. As described earlier, this step is governed by the Henry’s law. Next is
the first dissociation step, where SO2 reacts with the water molecules forming bisulfite HSO3

–

and hydronium ion H3O+. The following step is the second dissociation of the diprotic sulfurous
acid, where sulfite ion SO3

2 – and additional hydronium ion are formed. The presented system
of equations relates the SO2 in gas to the liquid phase and its conjugate acids and bases. This
creates an equilibrium system of connected reactions that influence one another, and creating a
sink for one of the species shifts the balance of the equilibrium, allowing additional absorption
from the gas phase. Dissociation reactions are sufficiently fast to assume the instantaneous
reactions and to allow modelling with chemical equilibrium models [113].

The first dissociation is the dominating reaction and the equilibrium constant KI is defined
as:

KI =

[
HSO3

−][H3O+
][

SO2(aq)
] . (3.5)

The temperature dependence of the equilibrium constant is taken from work by Rabe and
Harris, and defined by the equation (3.6) below [110].

KI = exp
(

1972.5
T
−10.967

)
(3.6)

The dissociation of sulfur dioxide in water occurs in two stages, and the second dissociation
is much slower than the first one at temperatures considered for absorption processes. The
produced sulfite ions thus have significantly lower concentrations in the solution.

KII =

[
SO3

2−][H3O+
][

HSO3
−] (3.7)

The temperature dependence is similarly given by the equation (3.8), found in the work by
Milerro et al. [114].

KII = exp
(
−358.57+

5477.1
T

+65.31 · log(T )−0.1624T
)

(3.8)
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Figure 3.3: Chemical reactions in liquid phase.

Pure water has a neutral pH value of 7—a result of equal concentrations of OH– and H+ ions.
From the equations (3.5) and (3.7) it can be seen that the dissolved SO2 and the two dissociation
steps produce two H3O+ ions per single SO2 molecule absorbed in the liquid phase. The increase
of H3O+ concentration acidifies the solution and the resulting pH value is lowered. Although
generally the pH values are not decreased enough, the reaction of autodissociation of water is
also included in the system. This is the ionisation reaction where two water molecules produce
one hydronium ion and one hydroxide ion.

H2O+H2O−⇀↽− H3O++OH− (3.9)

As with previous equilibrium reactions, this one is also temperature-dependant, but as the
equilibrium constant does not change significantly in the temperature range of interest, the
constant value is adopted [115].

Kw =
[
H3O+

][
OH−

]
= 10−13.99 (3.10)

The electroneutrality condition is commonly used in modelling chemical reactions of aque-
ous solutions. It ensures overall conservation of electric charge, since the aqueous solutions
remain electrically neutral during the SO2 dissociation. In the available literature, electroneu-
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trality condition is used for closing the system of equations [108].

[H3O+] = [HSO3
−]+2 [SO3

2−]+ [OH−] (3.11)

The presented chemical system is analogous to the approaches that can be found in the
literature on the topic, such as papers by Marocco and Insoli [116] and Darake et al. [117]
This system is applicable for calculation of concentrations of dissolved sulfur dioxide in water,
regardless the type of water surface or form; the only condition are the equilibrium conditions.
This equilibrium concentration is the maximum amount of SO2 that can be absorbed in the water
under the set conditions.

The model is capable of correctly reproducing the equilibrium concentrations of dissolved
SO2 in pure water over range of temperatures and partial pressures. In their 2007 paper, An-
dreasen and Mayer [118] presented the results of equilibrium concentrations for dissolution of
SO2 in pure water and seawater under different conditions and model assumptions. In Fig. 3.4,
the concentrations of absorbed sulfur species are given for water temperature range between 273
and 353 K, and gas phase SO2 partial pressures up to 50 Pa. For obtaining the total sulfur concen-
tration, all of the sulfur-containing species are summed: unreacted SO2(aq), bisulfite and sulfite
ions. As can be seen, the equilibrium concentrations are reproduced, and small discrepancies can
probably be contributed to differences in physical properties such as density. In the equilibrium
curves in Fig. 3.4 the impact of chemical reactions on SO2 absorption can be noted. The Henry’s
law alone provides a linear dependency of unreacted SO2 concentrations to the partial pressure,
while the inclusion of aqueous phase chemical system increases the achievable concentrations
and modifies the behaviour compared to the linear profile with respect to the Henry’s law alone.
Further, as the solubility is temperature-dependant, it can be noted that the higher temperatures
display lower SO2 solubility, which can have significant impact in real-world absorption pro-
cesses, as temperature of ocean water differs with location, and the flue gases can heat it and
further affect the solubility. Besides the impact on solubility, temperature increase also impacts
the reaction rates. According to equations (3.6) and (3.8), higher liquid temperatures decrease
dissociation constants and reactions are shifted to the left. This leads to the characteristic shapes
of equilibrium concentrations curves and sets the ratio between first and second dissociation
constants, the latter being roughly five orders of magnitude lower at 25 °C.

The data for equilibrium conditions are a good initial indicator for the maximum absorption
capacity in water and for testing the dependency of chemical model on input parameters such
as system temperature or SO2 concentration in gas phase, which is a force causing the mass
transfer.

Another paper dealt with the sulfur dioxide equilibrium concentrations in air-water systems.
Hocking and Lee [119] presented the results of their model for equilibrium chemical reactions
in aqueous phase and compared it to experimental data with close agreement. The liquid phase
temperatures ranged up to 60 °C and the investigated total SO2 concentrations were at the low
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Figure 3.4: SO2 equilibrium concentrations in pure water - comparison with data by Andreasen
and Mayer [118].

end of the range interesting for the industrial absorption application, up to 130 ppm. This
corresponds to the partial pressure of around 13 Pa in the ambient air, and Fig. 3.5 shows the
comparison between literature data and equilibrium chemical model for pure water presented
above. Even for the low SO2 concentrations in gas phase, which result in weaker driving force
and low amount of dissolved sulfur species, the reproduced equilibrium concentrations show
good agreement with literature data.

Although the presented model and the results verified with the literature data show good
agreement, the applicability of this chemical system on its own is of little practical use. Al-
though the distilled water has absorbing capabilities—as shown in previous figures—it is not
used as a absorbing medium in real-world industrial applications, and even natural water can
contain composition significantly different to distilled water, which can affect the aqueous phase
chemistry.
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Figure 3.5: SO2 equilibrium concentrations in pure water - comparison with data by Hocking
and Lee [119].

3.2.3 Seawater Modelling

3.2.3.1 Seawater Composition

Compared to the pure water, seawater has a complex composition and contains dissolved
salts, smaller amounts of sodium, chloride, magnesium and calcium ions, other organic material
and particulates, dissolved atmospheric gases, and a large number of trace elements. By passing
through the rocks, soil, and Earth’s crust, minerals are dissolved in water and alter its composi-
tion. In addition, the seawater takes part in a complicated interplay between the atmosphere as
it absorbs the atmospheric gases, out of which the carbon dioxide is probably most notable and
significant in recent years. This is a connection to the carbon cycle in nature, and oceans and
seas are accumulating larger concentrations of CO2, leading to their acidification.

The salinity represents the amount of dissolved salts in water, and for the majority of oceans
and seas its value ranges between 31 and 38 g/kg, but mostly it has value of 35 g/kg, or 35 ‰.

In Table 3.2 the major constituents of seawater obtained from literature are shown. The
composition and the ratio of dissolved ions depends on temperature, pressure and location, and
can vary annually. It can be seen that sodium and chlorine ions dominate the composition, with
other chemicals present in varying concentrations. As the H+ concentration in seawater is lower
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Table 3.2
Seawater composition at salinity 35 ‰, g/kg.

Chemical species Harrison [121] Dickson and Goyet [122] Flagiello et al. [106]
Na+ 10.77 10.7837 9.3626
Mg2+ 1.29 1.2837 0.0256
Ca2+ 0.4123 0.4121 0.1074
K+ 0.3991 0.3991 0.0023
Sr2+ 0.00814 0.0079 -
Cl– 19.353 19.3524 19.5551
SO4

2 – 0.905 2.7123 2.7434
HCO3

–
0.276

0.108 0.6346
CO3

2 – 0.0156 0.0158
Br– 0.673 0.0673 0.000058
B(OH)3, B(OH)4

– 0.0445 0.0277 -
F– 0.00139 0.0013 0.000068

than the OH– , this makes it slightly basic.
The residence time of different chemical species also varies, as sodium or chlorine ions have

long residence time, while calcium precipitates more rapidly. Another constituent with long
residence is sulphate SO4

2 – , which is found in seawater in significant amounts. Sulphates are
naturally occurring in the seawater and rather insensitive to temperature or pH changes, making
them a conservative compound. After the desulfurisation process by using seawater, the effluent
can contain higher concentrations of sulphate ions. However, these concentrations are negligible
compared to the already present amounts. This way, emissions of sulfur-containing species into
the atmosphere are avoided, where it has greater harmful effect than sulphates directly deposed
in the sea. By acid rain and deposition in soil, emissions to atmosphere eventually end up washed
into the seas and the oceans, which makes desulfurisation process with seawater a shortcut that
avoids environmental impact on the atmosphere. In the end, the negative effect of burning the
fossil fuels can not be completely removed, but seawater scrubbing reduces its impact, and while
it increases the issue of ocean acidification, the impact is minor compared to the influence of
acidification due to rising carbon dioxide concentration in the atmosphere [120].

Although seawater composition and characteristics are complex and have an essential in-
fluence on marine life, climate and humans, the properties such as alkalinity, pH and hardness
are used in typical water quality analyses, as they can be indicative of the water quality for
engineering purposes. The hardness represents the mineral content and is more important for
monitoring the drinking water. The pH scale is used to indicate acidity or basicity of an aqueous
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solution, and it depends on the activity2 of [H+] ions.

pH =− log(aH+) =− log [H+] (3.12)

While salinity and hardness indicate the composition of the seawater, and the pH value,
alkalinity is the property that shows how the seawater will react with the other bases or acids.

3.2.3.2 Alkalinity

The alkalinity is the measurement of the water’s capacity to react with acids and neutralise
them. It is determined by titration of water sample with a strong monoprotic acid such as HCl
to the endpoint corresponding to equivalence point of carbonate or bicarbonate. This occurs
when the pH value decreases enough to cause the change of pH indicator colour. When all of the
added H+ ions have reacted, the spent amount of the acid shows the alkalinity, usually expressed
as miliequivalents per litre, but mol/kg are sometimes more suitable for discussing the alkalinity
of seawater.

Alkalinity is mostly composed out of weak acid salts dissolved in the seawater, but strong
bases such as OH– may also contribute in some extreme cases. For use in seawater and other
groundwaters, total alkalinity AT can be formulated as the sum of bases titrable with strong acid:

AT =[HCO3
−]+2[CO3

2−]+ [B(OH)4
−]+ [OH−]

+2[PO4
3−]+ [HPO4

2−]+ [SiO(OH)3
−]− [H+] . . .

(3.13)

Total alkalinity is not strongly affected by the changes in seawater temperature, pressure, or
pH, but the influence can be seen in the mutual conversions of the carbonate constituents.

Alkalinity can be also viewed as a strength of a buffer solution that contains weak acids
and their conjugate bases to oppose the change of pH when strong acids or bases are added.
Therefore, when adding the acid in the seawater, the alkalinity opposes the change of pH by
reacting with the excess of H+ ions.

In seawater, the carbonate system is an important part of the aqueous chemistry, ensuring the
balance between the carbon in the atmosphere and the oceans, and preventing the radical changes
in the seawater pH values. The carbon dioxide present in the atmosphere is in balance with the
dissolved CO2 in the seawater, while it forms the carbonic acid H2CO3 in reaction with water
molecules. Carbonic acid is a weak acid that dissociates in two stages, forming bicarbonate and
carbonate ions, HCO3

– and CO3
2 – , respectively [123]. The reactions are in equilibrium and

2Thermodynamic activity a is a measure of an effective concentration in solution (just as fugacity for gaseous
mixtures), and it accounts for the difference between the ideal solution and the real one. The influence of tem-
perature, pressure, solute-solute interactions and electrical fields can create a difference between the nominal
concentration [c] and the effective concentration, but for dilute solutions and normal conditions, activity coefficient
γ can be taken as unity: limγ→1 γ a = [c].
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there is a dynamic interaction between the dissolved carbonate forms, equation (3.14).

CO2 +H2O−⇀↽− H2CO3 −⇀↽− HCO3
−+H+ −⇀↽− CO3

2−+H+ (3.14)

It can be noted that by reacting in water, CO2 produces HCO3
– and H+ ions in equal amounts,

and the influence of bicarbonate on alkalinity is counteracted by the hydrogen ion. Therefore,
while the addition of carbon dioxide in the system increases the acidity by H+ ion production, it
does not impact the alkalinity [124].

In the Fig. 3.6, the Bjerrum plot of the carbonate system shows the dependency of species’
concentrations to pH values of the solution. Carbonic acid is a diprotic acid and dissociates in two
stages. Due to low values of the equilibrium constants, there is an overlap in the concentrations
of species. Additionally, H+ and OH– concentrations are plotted as well. It can be seen that
the hydrogen and hydroxide concentrations are not significant outside the extreme pH values,
and that for the moderate acidity encountered in most cases, bicarbonate ion has the greatest
influence.

Figure 3.6: Bjerrum plot of carbonate system [125].

From the equation (3.13) and the distribution of concentrations in seawater, Table 3.2, it can
be concluded that the carbonates have the major contribution to the alkalinity. Other chemical
species have comparatively lower concentrations, and the hydrogen and hydroxide ions are not
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that significant in the pH range in focus. Therefore, the alkalinity can be represented by the
carbonate alkalinity comprised out of HCO3

– and CO3
2 – alone, but for the waters having very

high or very low levels of pH, H+ and OH– concentrations can be included as well.

AT = [HCO3
−]+2[CO3

2−]+ [OH−]− [H+] (3.15)

Other weak acids in seawater, such as phosphoric, silicic, nitrous or boric acids, also con-
tribute to the buffering capacity, but their influence is minor compared to carbonate species.

The buffering property of seawater opposes the change of pH when acid is added to it. Instead
of lowering the pH values, as per equation (3.12), the H+ ions added to the solution in equilibrium
shift the equilibrium reaction and the pH remains the same or changes in smaller proportions.
Chemical species accounting for the alkalinity can react with H+ ions, thus preventing the pH
change. This is one of the reasons why using seawater as scrubbing agent is beneficial.

With the overview of the alkalinity and the seawater properties discussed above, it can be
concluded that in seawater scrubbing, pH represents the factor of strength and the alkalinity can
be considered as a factor of capacity for buffering and SO2absorption [126].

3.2.4 Seawater Chemical Model

The overview of seawater composition and its main characteristics indicated only the basic
parameters that are commonly encountered in seawater modelling. In reality, seawater con-
stituents are numerous, chemical reactions occurring in it are complex and intertwined, and the
connection to biological processes and marine life forms is a topic of several scientific fields.
However, since the focus of present work is on developing a comprehensive but robust model
for SO2 absorption, a distinction between the pertinent and neglectable factors had to be done.
Although the literature on complex processes in seawater is available, research and papers fo-
cused on developing models for technological applications are limited on a smaller number of
influencing factors, such as alkalinity, salinity and acidity. Additional care has to be given to
the abilities for seawater analysis in maritime or coastal applications: ships and power plants
usually have limited time and equipment for determining seawater composition and properties.
Thus, salinity and alkalinity have been accepted as major indicators for seawater quality, as they
can describe the system in sufficient details and provide input data for modelling purposes.

Therefore, if the complete and detailed chemical system can be replaced with the simplified
model containing only the significant parameters and chemical species without sacrificing the
accuracy or robustness of the model, this would lead to easier implementation and use in practical
applications.

As was described in previous section, the alkalinity is a major parameter in seawater buffering
and reactions with hydronium ions, and for most seawater samples its substitution with the
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Figure 3.7: Bjerrum plot of SO2 and CO2 in aqueous solutions [127].

carbonate alkalinity is acceptable approximation and does not introduce noticeable errors.

AT = AC = [HCO3
−]+2[CO3

2−] (3.16)

This way, the alkalinity represents species in seawater that influence the chemical reactions
of SO2 in water. In the models reported in literature the carbonate alkalinity dominates and
forms the major part of the system. The Fig. 3.6 shows the combined Bjerrum plots of SO2 and
CO2 systems.

Acidity of solutions is often discussed in studies since it is an important parameter impacting
the technological applications and marine life as effluent. However, even though the pH of a
solution is used to define the conditions in chemical systems, it is a consequence of chemical
reactions and concentration of hydronium ions, rather than the input parameter determining the
system. The hydronium ions are coupled with both the SO2 and the CO2 systems, which is
shown in Fig. 3.7.

The carbon system equilibrium from equation (3.14) shows the connection of carbonates to
the H3O+ ions in water solutions. The increased source of hydronium ions due to SO2 disso-
ciation therefore interacts with the carbon system. Its balance is shifted and the buffer system
opposes the change pH values. Differently stated, carbonate and bicarbonate ions comprising
alkalinity react with H+ and produce CO2, thus increasing the potential for H3O+ production in
the SO2 dissociation process. The consequence of this shift in CO2 system is the corresponding
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shift in the sulfur equilibrium and the increased SO2 absorption capacity. The system in equa-
tion (3.17) also includes the carbonate species and the connection to the sulfur system via H3O+

ions.

SO2(g) −⇀↽− SO2(aq)

SO2(aq)+2H2O(l) −⇀↽− HSO3
−
(aq)+H3O+

(aq)

HSO3
−
(aq)+H2O(l) −⇀↽− SO3

2−
(aq)+H3O+

(aq)

CO3
2−

(aq)+H3O(aq)
+ −⇀↽− HCO3

−
(aq)+H2O(l)

HCO3
−
(aq)+H3O(aq)

+ −⇀↽− CO2(aq)

(3.17)

Additional issue is that the seawater is usually quantified, both in technological applications
and modelling literature, by the overall alkalinity. Since the HCO3

– has an overwhelming impact
on the alkalinity, as can be seen both from values in Table 3.2 and the plot of concentrations
for the pH range of interest in Fig. 3.7, the total alkalinity is approximated as the equivalent
concentration of HCO3

– .
For example, the work by Andreasen and Mayer [118], which has provided data for com-

parison of equilibrium models, lists the value of alkalinity at AT = HCO3
− = 2400µmol/kg,

which is a commonly used value that lies in the range of majority of seawater alkalinities. After
the adoption of HCO3

– approximating the total alkalinity, its equilibrium constant Kalk can be
presented as:

Kalk =

[
CO2(aq)

][
HCO3

−][H3O+
] . (3.18)

This is a reverse reaction of the first step of the equilibrium in equation (3.14), and has
been comprehensively documented in the literature. Here, it is an inverse of the equilibrium
constant of the alkalinity reaction, KCI = K−1

alk . The research by Roy et al. [128] focused on
experimentally determining the carbonic acid dissociation constants in seawater under different
temperatures and salinities. The empirical formula for the first dissociation constant extrapolated
from the experimental data is temperature-dependant and shows great fit to the experimental
data and other research.

lnKC = 2.83655−2307.1266/T −1.5529413 · lnT+(
−0.20760841−4.0484/T ·S1/2

)
+0.08468345 ·S−0.00654208 ·S3/2 (3.19)

When the model presented for pure water is combined with the additional equations for the
carbonate system, it accounts for the addition of alkalinity in seawater which increases the SO2

absorption capacity. Figure 3.8 displays the comparison of model results with the literature
data for equilibrium concentration of total sulfur species in seawater. For the range of partial
pressures up to 50 Pa, which roughly corresponds to 500 ppm under standard conditions, the
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Figure 3.8: SO2 seawater equilibrium concentrations at different temperatures and partial
pressures with S =35 ‰ and AT =2400 µmol/kg.

presented model shows good agreement with the literature data over different temperatures. The
value of salinity was 35 ‰, while the alkalinity was the already reported value of 2400 µmol/kg.
Compared to the Fig. 3.4, which was calculated for the pure water conditions, the inclusion of
alkalinity in the seawater model increases the equilibrium concentrations and consequently the
potential for SO2 absorption. Although the increase in absolute amounts is more prominent at
low temperatures, the relative increases seen at high temperatures are more significant.

3.2.4.1 Ionic Strength

Seawater is a solution of salts that act as ionic compounds and dissociate when dissolved.
These electrolytes form cation and anions in seawater, making the seawater electrically con-
ducting, but without the applied electric potential, the bulk of the solution tends towards elec-
troneutrality. In the idealised solutions reactions occur based on reactants’ concentrations and
according to the temperature-dependant equilibrium constants. However, due to dissolved ions,
electrolyte solutions can deviate from ideality as electrostatic forces and repulsion between the
ions with same charge can lead to an uneven distribution of ions that alters reaction rates. Thus
the concept of effective concentration—activity a, was introduced, to account for these effects.
The activity is proportional to concentration [c], and the activity coefficient γ represents the
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proportionality constant between them:

a = γ [c] . (3.20)

Activity coefficients in an ideal solutions are equal to unity, and this approximation is appli-
cable only for very dilute concentrations. In other cases, the correction should be applied for
better agreement with reality.

The activity coefficients can be described through the ionic strength of the solution, where
the ionic strength is a function of the concentration of all ions present in the solution. The
ionic strength is calculated from the concentration of all dissolved ions, taking into account the
property of an entire solution:

I =
1
2

n

∑
i=1

ciz2
i , (3.21)

where ci represents the concentration of all anions and cations, and zi stands for that ion’s charge
number. An approximated value commonly used for seawater is 0.72, which agrees well with
the validation cases.

The Deby-Hückel theory explains the departure from ideality for electrolyte solutions, and
connects the ionic strength to the activity coefficients, but it is also limited to lower concentra-
tions. Davies equation represents its extension and somewhat relaxes the limit on the applicable
concentration and temperature range.

− logγ = Az2
i

( √
I

I +
√

I
−0.3I

)
(3.22)

For 25 °C the model parameter A can be taken as 1⁄2, but for other temperatures, the expression
below is used, where ε stands for dielectric constant of seawater:

A = 1.82×106 (εT )−
3/2 . (3.23)

The calculated activity coefficients can be used for correcting the equations for equilibrium
constants presented above. The equations (3.5), (3.7) and (3.18) are corrected with the corre-
sponding activity coefficients, as can be seen on an example below for the second dissociation
constant.

KII =
γSO3

2−
[
SO3

2−]
γH3O+

[
H3O+

]
γHSO3

−
[
HSO3

−] (3.24)

The inclusion of ionic strength and activity coefficients alters the equilibrium constants, and
in the case of SO2 absorption in seawater leads to increased equilibrium concentrations. The
work by Andreasen and Mayer that has already been used for validation of chemical model
again provides data for the modified activity coefficients. In Fig. 3.9 data sets from the literature
and the previously presented model for the mentioned temperature and pressure ranges are
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compared. The agreement between the curves is sufficiently good, with slight discrepancy at
very low temperature. Additional factor to notice is the growth of equilibrium concentrations:
contrary to the impact of alkalinity, the inclusion of ionic strength has a greater influence on the
increase at lower temperatures, while the change at higher temperatures is not as great due to
Davies equation and the dependency on temperature equation (3.23).

Figure 3.9: SO2 seawater equilibrium concentrations with the ionic strength included at
different temperatures and partial pressures with S =35 ‰ and AT =2400 µmol/kg.

An additional source—a paper by Rodríguez-Sevilla et al. [108], focusing on the absorption
equilibria of SO2 in seawater— provides more data for validation of chemical model for equi-
librium conditions in both SO2–pure water and SO2–seawater systems. Their work shows the
experimental investigation of equilibrium conditions in seawater over the range of parameters,
but also provides the results of the experimental correlation for SO2 solubility in distilled water
at 25 °C. The range of SO2 partial pressures is higher than the previous case and reaches the
1500 Pa—which is higher even than the concentrations encountered in flue gases—but the results
replicated by the chemical model are satisfying. Figure 3.10 presents the comparison between
the developed pure water model and the results by expression derived from the experimental
investigation, and the discrepancies are tolerable, especially as they are encountered at higher
concentrations.

Secondly, the full seawater chemical model is compared to the experimental results for
equilibrium concentrations of SO2 in seawater. The temperature of seawater was at 25 °C, and
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its properties were slightly different as well. The alkalinity is mostly due to bicarbonate ions,
and has been calculated at 3300 µmol/kg. The salinity of seawater, was 36.87 ‰, and the pH
value was slightly higher than neutral at 7.79. The reported ionic strength of the solution was
0.775 mol/kg, which is a bit higher than in the last case, and on the edge of applicability of the
Davies equation. The curve obtained by the equilibrium model does not deviate significantly
from the data points, further solidifying the reliability of the model and validating it against the
experimental data.

Figure 3.10: Comparison of the pure and seawater chemical model to experimental data [108].

3.2.4.2 Rate-approach Model

It has been shown that the presented models accurately predict equilibrium concentrations for
sulfur dioxide absorption in both pure water and seawater. Furthermore, these types of chemical
systems are prevalent in the available literature on equilibrium modelling, and mainly present
systems of equations that are solved in order to calculate species concentrations. This approach
is reasonable for the calculation of equilibrium conditions and concentrations in idealised bulk
of liquid, or only once over some range of parameters. However, the aim of present work is
to develop a model applicable in three-dimensional applications with description of absorption
into full sprays. Considering that the number of droplets in the computational domain can be
significant, the need for models to be as numerically efficient as possible is always present.
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This requirement implies that alternative approach that avoids repeatedly solving a system of
equations over a large number of equations would be preferable from the efficiency standpoint,
if the model’s accuracy is not disturbed. One of the simplifications commonly encountered is
the disregarding the second dissociation constant of SO2 in water solutions, which can reduce
the system of equations and enable the use of analytical solutions. Physically, this is a valid
approximation, as the second dissociation constant is significantly smaller, and under most
conditions the SO3

2 – concentrations can be neglected. However, this makes sense only for pure
water, as in seawater models there are additional chemical reactions and equations which prevent
the reduction of the model complexity.

With the aim of complexity reduction and the increase of efficiency and speed of chemical
model, an alternative approach has been investigated. Commonly in literature and in technical
applications alike, there is a lack of differentiation between the chemical species comprising
the alkalinity, which has already been discussed. The accurate ultimate analysis of seawater is
usually not available in seawater scrubbing applications on ships, but rather only parameters
such as alkalinity and salinity are being monitored. Additionally, in engineering applications,
the partitioning between the sulfur-containing species inside water droplets is not as important
as the total sulfur uptake from the gas phase. Therefore, a rate-approach reaction model has
been investigated, as it simplifies the calculation procedure and avoids the need for invoking
the solver for systems of equations. In this approach, the alkalinity is represented as a single
chemical species, similarly to the simple data values commonly encountered in literature for
describing seawater. Additionally, all of the sulfur-containing chemical species are combined
together under single term, and a global, rate-approach reaction model is applied. With this
approach, the alkaline and sulfur species are tracked separately, and the resulting reaction term
RAlk,SS is calculated and added to both species’ concentrations during the simulated reaction
time. This approach is analogous to the one found in work by Caiazzo et al. [129], where the r

is a kinetic constant representing the reaction rate, which approximates the nearly-instantaneous
chemical equilibrium—a widely used assumption in flue gas desulfurisation modelling [130].

RAlk,SS =−r · cAlk · cSS (3.25)

With this approach, the sulfur species are increased by the interphase source of SO2, which
represents the absorption from the gas phase in Section 3.3.1. It is calculated for every droplet
and at each time step in the mass transfer module, from the SO2 flux over the phase boundary.
On the other hand, the reaction term RAlk,SS represents the sink for both the alkaline and sulfur
species, accounting for their consumption in chemical reactions.

cnew
SS = cold

SS +SSO2 +RAlk,SS

cAlk = cold
Alk +RAlk,SS

(3.26)
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This system presents a much streamlined solution for the chemical model, as it avoids solving
a more complex system of equations and substitutes it for a rate based model dependent on the
simplified species’ concentrations. In the Fig. 3.11, a comparison between the literature results
and the rate-approach model is given, and the achieved agreement is satisfyingly good. The
results for full chemical model are in a better agreement with the literature data, but considering
the significant approximation introduced, the discrepancies are rather small.

Figure 3.11: Comparison of the seawater rate-approach model to the literature data [118].

The additional validation of the rate approach will come in following sections, as a part
of absorption dynamics modelling, but presently the validation over the presented range of
temperatures and pressures indicates that the model is suitable for determining the equilibrium
levels in the seawater under different conditions.

3.3 Mass Transfer Modelling for Flue Gas
Desulfurisation

It was previously described that the absorption can be divided into two main sections that gov-
ern the entire process. Chemical reactions in the liquid phase were described in the Section 3.2,
while this section will focus on modelling the mass transfer between the phases.
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Modelling of mass transfer for different technical applications is an open topic of investi-
gation for numerous researchers, as any improvements in the efficiency of processes or their
managing lead to considerable savings. However, even though the interest in the topic of mass
transfer is a long-lived one, some of the processes exhibit complexities that defy easy description
or modelling.

The previously-presented chemical models and equilibrium concentrations are valid only for
the static, equilibrium conditions between two phases, and represent the potential that can be
achieved. However, in the contact between two real fluids, the dynamics of mass transfer depend
on types and shapes of fluid, as well as on their properties. Thus, the potential for absorption,
or the driving force described by the chemical models and equilibrium concentrations is limited
and bounded by the dynamics of mass transfer.

For the spray scrubbing applications, the absorption of SO2 from flue gases to water droplets
presents the main issue. Initially, the analysis of mass transfer for a single droplet will be shown,
with comparison and validation against the available literature data. Afterwards, the model will
be expanded on the entire sprays and the three-dimensional geometries.

3.3.1 Single Droplet Mass Transfer Modelling

In order to better understand the processes and the dynamics of absorption, the simplified
model on a single droplet was initially implemented. Besides the fact that it facilitates the initial
phases of implementation, another benefit of this approach is the possibility for easier validation
of the model, as the experimental data is scarce, but still more available for absorption on a
single-droplet level.

In the gas-liquid contactors, the goal is to obtain the greatest possible mass transfer, but the
aim is also for it to be predictable and scalable over a range of conditions that occur in a scrubber.
An overview of the main types of scrubbers was given previously in the Section 3.1.3, but the
introduction in modelling of mass transfer is given below. Choosing the appropriate model for
describing the mass transfer between the phases can be a complex issue, as it can be influenced
by a number of complex phenomena. Depending on a type of scrubber, different conditions
can occur in it, from film flows over complex geometries in the packed bed scrubbers; over the
inverted approach in the bubbling columns and the liquid surrounding the rising gas bubbles; to
the spray scrubbers, where falling droplets of water absorb pollutants from the stream of gases.
In the spray scrubbers that are of interest in this work, the foundation of mass transfer is the
absorption in droplets that form the spray, as they are the primary process of pollutant removal
[131], while the additional liquid formations such as sheets, ligaments and wall film contribute to
the absorption. Choosing the appropriate approach for modelling the mass transfer can present
an issue because of the intricate fluid flow patterns present in the scrubber due to interactions
of spray and gas, the complex physical phenomena in droplets occurring over small time and
length scales [132], as well as for other physical occurrences present in spray scrubbers.
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As a part of a developing field of fluid dynamics, detailed analytical approaches for resolv-
ing the internal distribution of pollutants absorbed in the droplet had been investigated over
the last century. They provide a good overview of absorption dynamics and pollutants’ mass
propagation inside of droplets, but their application is limited to a cases with a narrowed range
of conditions [111]. More recently, as the numerical methods gained more acceptance in the
research communities and the computational capabilities increased significantly, the approaches
that discretise the interior of the droplets accelerated the investigations [129]. However, although
the advanced computational approaches can assist in analysing the absorption in spray scrubbers,
the number of droplets in the scrubber that needs to be tracked and discretised makes this method
prohibitively expensive from the computational standpoint. Therefore, the existing computa-
tional resources mandate the usage of approximations for in-droplet modelling in developing
the tools for application in industrial cases.

A concentrated-parameter approach has been adopted as a modelling basis in present work.
The properties of water droplets are assumed as evenly-distributed and constant over the entire
droplet. In the applications such as modelling the full scale, three-dimensional sprays with a
large number of droplets being introduced into domain, the utilisation of this approach benefits
by significantly reducing the requirements on computational resources. However, as this ap-
proach stems from the previously mentioned discrete droplet method that is ubiquitous in spray
modelling, the approximation of droplet properties as points with lumped parameters is just an
extension of the common and validated model [73].

3.3.1.1 Two-�lm theory

Since the modelling of internal distribution of pollutants and other properties is avoided by
applying the concentrated-parameter model and the DDM method (Section 2.4), the accurate
assessment of the mass transfer becomes exceedingly important. Two-film theory is a widely-
used approach for mass transfer modelling across the interface of two distinct phases. As a
continuation of the Nernst’s simple, single-film transfer model, this theory is based on the work
by Whitman [107], and assumes the existence of two thin films on each side of the interface,
where the resistance is located. The equilibrium of gas and liquid phase is assumed, and the gas
solubility governed by the Henry’s law constant is also fast.

The rate of mass transfer NA is proportional to area a between the phases and driving force
that causes the transfer process across the phase boundary. This proportionality is called the
mass transfer coefficient, denoted as k, and it has the main impact on the overall mass transfer
dynamics. The driving force is caused by the effective difference in concentrations of the
component A in the bulk of gas phase CA,g and bulk of liquid phase CA,l .

NA = k a ∆CA = k a
(
CA,g−CA,l

)
(3.27)

The illustration of two film approach is presented in Fig. 3.12. In these stagnant films,
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Figure 3.12: Illustration of the two film theory - concentrations at the gas-liquid interface.

neither the velocity profile, nor the exact concentration profile are known, and the mass transfer
coefficients for both sides represent the concentration changes. For mass transfer across thin
films the steady-state balance is valid, and the fluxes per unit of area JA can be displayed as the
differences between the bulk and the interface concentrations for each of the sides. On the gas
side, the concentration is represented by the difference in partial pressures of species A:

JA =
NA

a
= kg (pg− pg,i) = kl

(
Cl,i−Cl

)
. (3.28)

Since the concentrations at the interface cannot be directly measured, the concept of overall
mass transfer coefficient is introduced. It is based on the concentration difference between the
bulk of the phases, and takes both the gas side mass transfer coefficient kg and the liquid side
mass transfer coefficients kl into account. After the introduction of Henry’s Law (equation (3.1))
to relate the gas phase concentrations and the assumption of equilibrium conditions, the total

mass transfer coefficient, Ktot is derived:

1
Ktot

=
1
kg

+
HSO2

ESO2 kl
. (3.29)

In the equation (3.29), the total mass transfer coefficient is composed out of individual
resistances for each phase, which are summed analogously to the serial resistances. The ratio
between mass transfer coefficients indicate the phase’s contribution to the overall resistance.
The mass transfer can be liquid- or gas-side dominated, depending on the application. Although
conflicting analyses for spray contactors could be found in the literature, stating both the liquid
side and the gas side as dominant ones, the prevailing opinion is that SO2 absorption tends to
be liquid-side dominated [133]. Initial tests in this work showed that the liquid side resistance
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is higher for spray absorption. However, unlike the common assumption in available literature
[134], the gas side mass transfer coefficient was not disregarded. Therefore both phases were
modelled by the approaches presented below.

In the relation for the total mass transfer coefficient, an additional term ESO2 is used to
describe the influence of chemical reactions occurring in the system. This enhancement factor
accounts for higher driving force compared to the absorption without chemical reactions [116].

The gas side mass transfer modelling generally receives less attention than the liquid side, and
is almost universally modelled by the dimensionless correlations. Sherwood number represents
the ratio of convective to diffusive mass transfer:

Sh =
k

D/L
, (3.30)

and is analogous to Nusselt number in heat transfer operations. It is commonly expressed by
the combination of Reynolds and Schmidt numbers in the modified Ranz-Marshall equation,
derived for the flow around the sphere [116]:

Sh =
kgRT d
DSO2,g

= 2+0.69Re
1/2

l Sc1/3 , (3.31)

and the Schmidt number is defined as:

Sc =
µ

ρD
. (3.32)

The SO2 diffusivity in the gas phase around a droplet was obtained by the Fuller, Schettler,
and Giddings’s empirical relation, which was derived from an extensive set of experimental data
and makes it advantageous in some cases over the kinetic theory approaches [135].

DSO2,g =
10−3T 1.75

(
1

MSO2
+ 1

Mair

)1/2

·1.013

p
[
(∑v)

1/3

SO2
+(∑v)

1/3

air

]2 (3.33)

The liquid side mass transfer coefficient receives more attention in spray absorption mod-
elling since it has proven to be a more trying task. The falling droplets in a turbulent flow field
exhibit processes such as internal circulation, surface stretching and oscillations [136], which
significantly impact the mass transfer [137]. Its dependence on flow and droplet conditions,
such as turbulence, internal circulation, droplet oscillations and surface stretching has a greater
impact on the mass transfer.

3.3.1.2 Film Theory

For film theory, it is assumed that the mass transfer across the film is governed by the
molecular diffusion. Therefore, the Fick’s law of diffusion can be used to describe the mass
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transfer for each of the film regions. It states that the flux is proportional to concentration
gradient, and the proportionality is described by the binary diffusion coefficient of component
A in B, while the fraction ∂CA/∂x represents the concentration gradient in the direction of mass
transfer. The negative sign ensures that the orientation of flux is opposite to the concentration
gradient, i.e. from the higher concentration to the lower.

JA =−DAB
∂CA

∂xi
(3.34)

Since the exact concentration profile across the film thickness is unknown, the film theory
assumes the linear profile due to molecular diffusion and the constant diffusion coefficient DAB.
After the concentration change across the thin film, in the bulk of liquid the species’ concentra-
tion is assumed uniform due to turbulent mixing. The concentration gradient is approximated
as difference in concentrations over the film thickness, and with the assumption of steady-state
and no accumulation in the stagnant film, the combination of previous formulas provides the
following expression that depicts the linear concentration profile marked in Fig. 3.13.

Figure 3.13: Illustration of film theory model.

JA =−DAB
Cl,i−Cl

δ
(3.35)

For the film theory, ratio of diffusion coefficient and film thickness defines the mass transfer

coefficient for the liquid phase l. The k f ilm
l is linearly proportional to diffusion coefficient over

the film thickness,

k f ilm
l ∝

DSO2,l

δ
, (3.36)

but this proportionality is somewhat modified for specific applications of mass transfer. The

74



Chapter 3. Sulfur Oxides Removal

exact film thickness is not known in advance and differs depending on the type of liquid. In case
of absorption in liquid droplets, film theory is sometimes termed long contact time approach

[138], and droplet diameter d is taken as a characteristic length together with the factor 10.

k f ilm
l = 10

DSO2,l

d
, (3.37)

Although in some applications—where droplets can be taken as stationary, if the steady state
process can be assumed, or if mass transfer in liquid film over surface is diffusion-driven—film
theory can provide good results, in reality it usually does not lead to accurate estimation of mass
transfer coefficients. The actual concentration profile is non-linear and there are convective and
turbulent processes inside liquid droplet that cannot be accounted for by film theory.

3.3.1.3 Penetration Theory

The penetration theory presents an upgrade to the film theory, as it includes transient be-
haviour of the mass transfer. Introduced by Higbie [139] in 1935, it is probably the most widely
used approach for mass transfer calculation. It assumes the presence of internal circulation that
enhances mass transfer rate compared to diffusion alone. Elements of liquid at the surface are re-
placed by the fresh liquid elements from the bulk of droplet [130]. Penetration theory introduces
the unsteady transfer for the fresh parcels of liquid coming into contact with the boundary, where
equilibrium conditions across the interface are assumed. The time that all fluid fragments spend
in contact with gas phase before being swept back into solution and replaced by fresh liquid
elements is constant, and called contact time [140]. This fluid circulation effectively introduces
a thick film and combines diffusion across individual fluid elements with the convection process.

kP.T.
l = 2

√
DSO2,l

πtcon
(3.38)

While film theory displayed linear dependence on diffusivity of liquid phase, penetration
theory is consistent with the experimental data that strongly suggest that the proportionality is
non-linear, and that it scales according to kl ∝ D1/2 [134].

For penetration theory the contact time is generally an unknown parameter. For the mass
transfer calculation in falling films, the contact time can be expressed as the ratio between the
characteristic length and the velocity, but for droplets, similar detailed expressions were not
available.

3.3.1.4 Surface Renewal Theory

Surface renewal theory is an additional expansion of the penetration theory that includes
more detailed description of mixing between fresh and spent liquid. Developed by Danckwerts
in 1955 [141], it assumes that all surface elements have an equal probability of being replaced by
fresh liquid parcels, which accounts for the unpredictability of turbulent flow inside the droplet.
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Figure 3.14: Illustration of penetration theory model.

Instead of the contact time concept, the element at the interface is renewed due to the effect
of turbulence, and the mass transfer coefficient is expressed in terms of rate of surface renewal s,
or the production of fresh surface [142]. With surface renewal theory, the thick film framework
that is present in penetration theory is replaced by two regions that exchange mass, Fig. 3.15.
As with the penetration theory, the mass transfer coefficient values scale proportionally to D1/2.

Figure 3.15: Illustration of surface renewal theory model.
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kS.R.
l =

√
DSO2,ls (3.39)

Similar to previous theories that use parameters that are not known in advance, the surface
renewal theory calculates the probability of particular element being replaced, and the average
value is represented by the rate s. A modification of pure surface renewal theory presented in
the work by Jajuee et al. simplifies the calculation with a more straightforward calculation for s

[143].

kS.R.
l =

(
4DSO2,l

π

√
vg
ν

)1/2

(3.40)

Liquid phase diffusivity was universally used in previous equations as a main property
influencing the mass transfer coefficient. The values of diffusivity were calculated with Stokes-
Einstein equation, for which the constant was obtained from Perry’s Chemical Engineers’ Hand-
book [144].

DSO2,l µH2O

T
= const. (3.41)

In all previous models, DSO2,l is molecular diffusivity of SO2 in solution at infinite dilution,
which in practice relates up to 5 % in solvent. Furthermore, although the constant value in
equation (3.41) covers the temperature range around the reference value, this should be kept in
mind when extrapolating to liquid phase temperatures above 80 °C.

3.3.1.5 Additional Mass Transfer Coe�cient Models

Another expansion of the mass transfer calculation model is possible by including the influ-
ence of droplet oscillations and surface stretch. Angelo et al. [145] developed the model that
also scales with D1/2, includes the surface stretching via parameter α , and models the oscillation
time τ by Lamb’s model [146].

kAngelo
l = 2

√
DSO2,l

πτ

(
1+α +

3α2

8

)
τ =

π

4

√
ρld3

σ
.

(3.42)

Lastly, a model by Amokrane et al. [147] includes the interfacial velocity u∗ and oscillation
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frequency ω , which relates shear stress with the mass transfer coefficient.

kAmokrane
l = ω

√
DSO2,lu∗

d

u∗ =
√

τ

ρl

(3.43)

A large number of mass transfer models are available, such as Newman’s model for stationary
drops or Kronig–Brink model for creeping internal flows, but the models presented here are most
common and more suitable for the application under consideration.

Total mass transfer coefficient is determined based on the equation (3.31) for the gas side,
and one of the previously presented models for liquid side mass transfer model.

In the equations below, the molar flux NSO2 over the droplet’s surface is calculated as a prod-
uct of driving potential between phases and the total mass transfer coefficient. The driving force
is determined as a difference between the SO2 partial pressure in gas phase and the equilibrium
concentration of the unreacted SO2 in the liquid phase. The equilibrium concentration is repre-
sented by the combination of Henry’s constant and the concentration of unreacted SO2 in liquid
phase. For each timestep, the SO2 source for a droplet is being calculated as a combination of
droplet area, timestep size and molar flux, divided by the mass of a droplet.

NSO2 = Ktot (pSO2−HSO2 CSO2)

SSO2 =
NSO2 Ad

md

(3.44)

3.3.2 Validation of Mass Transfer Coe�cient Models

The issue with modelling spray scrubbers is the difficulty in accurately predicting the overall
mass transfer rates. Mass transfer highly depends on the droplet sizes, but other parameters such
as internal recirculation, oscillations and pulsations can have significant influence. Different
equations used for the liquid side mass transfer coefficient are expected to provide varied results
and, as the liquid side has a larger influence on the total coefficient in this application, this choice
has a critical effect on the overall mass transfer dynamics.

Another issue is the problem with scaling the model from comparisons on simplified cases
to the full spray experiments. Overall, the experimental data on SO2 absorption in droplets
and sprays is not abundant, and even the available cases are commonly presented with insuffi-
cient information on experimental set-ups and boundary conditions. When dealing with tests
on individual droplets, further difficulties can be encountered in measuring quantities such as
concentrations or internal state of a droplet, issues with obtaining droplet sizes, and duration of
the contact time with the atmosphere.
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Finally, even if comparisons between the model and available experimental data for single
droplets do not show significant discrepancies, issues can arise in scaling the model to full three
dimensional sprays, from using a model over wider distribution of droplet sizes.

The comparison of mass transfer coefficients by the presented approaches and the literature
values has been made, and they differ significantly. This is expected since a single equation
cannot cover a wide array of conditions for all the droplets in the spray. Here, the results of the
models will be compared with three sets of data.

3.3.2.1 Single Falling Droplet Test: Walcek et al.

The first set of experimental data is obtained from Walcek et al. [112]. Their method included
letting the pure water droplets fall through a roughly 30 m high rain shaft and then capturing
them. Droplets were produced with hypodermic needle using distilled and deionised water, thus
ensuring consistent droplet diameter of 300 µm. Droplets falling in the shaft reached terminal
velocity before entering the isolated compartment that contained SO2-rich atmosphere. By
varying the length of a compartment the exposure time was modified, and SO2 concentrations
ranged between 1% to 100%. After falling to the shaft bottom, the droplets were collected and
the absorbed SO2 was estimated by measuring the HSO3

– concentrations.
The models presented previously were implemented in the MATLABTM code that replicated

the conditions reported in the paper. The mass transfer framework included only the changes
of in-droplet species concentrations, as SO2 concentrations in gas phase were assumed constant
for this situation. Besides the calculation of properties mentioned as part of absorption model,
such as diffusivity, for other liquid and gas properties the Coolprop library was used [148].

When all of the models were used to replicate the literature results, only the film theory
among the presented models produced results comparable to the experimental data. Other
models universally displayed much faster absorption dynamics and are not shown in Fig. 3.16.
The results obtained by film theory are in good agreement with the literature data, with more
noticeable discrepancy at higher concentrations, where model assumptions are no longer valid.

3.3.2.2 Single Falling Droplet Tests: Saboni and Alexandrova

Another set of data is taken from the work of Saboni and Alexandrova [149], who presented
experimental and numerical results for SO2 absorption on single droplet cases. The SO2 concen-
trations were comparatively lower at 97 ppm and 1.035 ppm and present the cases with weaker
driving force. Droplet diameter was 2.88 mm with high exposure time, as the upward stream
of gas maintained droplets suspended roughly at the same position and kept them exposed to
polluted air.

Figures 3.17 and 3.18 display the implemented models compared to literature data. It can be
noticed for the higher concentration case, Figure 3.17, that the absorption dynamics obtained by
most of the models is quite similar and roughly matches the experimental data points, which are
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Figure 3.16: Comparison of film theory with literature data [112]. Single falling droplet, d =
300 µm; 1%–100% SO2); film theory.

grouped in a narrow time range. The only outlier in this case is the film theory, which displays a
significantly slower absorption rate.

For the second case, the SO2 concentration in air was 1.035 ppm and the effects of lower
driving force were demonstrated in larger spread of absorption dynamics curves. Film theory
again did not show agreement with literature data, while most of other models underpredicted
the absorption. In this case, the surface renewal theory calculated the absorption dynamics that
was closest to data reported by Saboni and Alexandrova.

Both the case by Walcek and by Saboni and Alexandrova represent borderline cases for
application in spray scrubbers. In the first one, the residence time covers the short range usually
encountered in scrubbers and the size of 300 µm roughly matches the droplets in scrubbers. How-
ever, the concentrations of 1% and above are significantly higher than the SO2 concentrations in
flue gases. This is the reason behind somewhat surprising film theory suitability—due to high
concentrations, its usually slower absorption dynamics matched the literature data better then
other, more sensitive models which were overshooting.

On the other hand, the results from Saboni and Alexandrova represent lower, but more rea-
sonable concentration range, which causes film theory to fail. Among other models, penetration
theory with the time parameter of 0.01 s and surface renewal achieve the best results. They differ
between the 97 ppm and the 1.035 ppm case, where penetration theory is slightly more suitable
for higher concentration case. Still, this literature source analyses droplets with diameter that is
quite high for spray scrubbers, despite the coarse sprays encountered. Finally, the exposure time

80



Chapter 3. Sulfur Oxides Removal

Figure 3.17: Comparison of mass transfer coefficient models with literature data [149]. Single
falling droplet, d = 2.88mm; T = 12.5°C; 97 ppm SO2.

is measured in tens of seconds, which is too high. Although these cases were not completely
suitable for validation and selection of appropriate models, they provided some insight into
models’ behaviour.

3.3.2.3 Single Falling Droplet Tests: Kaji

The final set of data for a single droplet tests is obtained by Kaji [150]. Kaji performed
measurements on free-falling pure water droplets with short exposure times to air mixed with
SO2. The concentrations were in the range pertinent for flue gas desulfurisation processes,
and droplet diameters were 2.2 mm, which is a bit high, but still within the range of usually
encountered operating conditions. The combination of mentioned parameters makes this case
as the most suitable one for comparisons with real scrubber conditions.

Among the tested liquid side mass transfer coefficients, the penetration theory and surface
renewal theory displayed the best agreement with literature results, and are shown in Fig. 3.19.
Similarly to the previous two cases, surface renewal theory predicts higher absorption dynamics
than the experimental data points, especially at higher concentrations. Meanwhile, the penetra-
tion theory slightly underestimates the absorbed SO2 in falling droplets.

The presented results were used for assessing the suitability of investigated models for ac-
curately predicting the liquid side mass transfer coefficient. Although the used data sets did
not most meticulously represent the conditions encountered in real industrial scrubbers, some
conclusions about the models could be drawn nonetheless. Film theory was the least suitable
model for mass transfer coefficient calculation, which confirmed the inherent limitations of the
model. More complex models that included wider range of phenomena such as the models by
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Figure 3.18: Comparison of mass transfer coefficient models with literature data [149]. Single
falling droplet, d = 2.88mm; T = 10°C; 1.035 ppm SO2.

Angelo and Amokrane were somewhat accurate in prediction of SO2 absorption, although they
deviated more than penetration theory or surface renewal. These more detailed descriptions
of underlying physics were lost due to rough description of boundary conditions, primarily
droplets’ properties. Therefore, it was concluded that the additional model complexity did not
bring significant benefit.

Both surface renewal and penetration theory were close to literature data in predicting the
absorption dynamics. The review of available literature suggests that the penetration theory is
more commonly used approach, as was investigated in details in the group’s previously published
work [151]. Along with the performed test, this suggest that the penetration theory stands as a
good solution for balance between the model’s complexity and its accuracy, and will be used
in further simulations. Finally, these results should be taken with some reservation, as scaling
to full three dimensional sprays might introduce additional uncertainties. Yeh states that these
single-droplet tests might have limited applicability to full sprays due to higher velocities in real
scrubbers [152]. Still, the insight into absorption dynamics gained here has proven useful for
the implementation and validation of three dimensional absorption model in AVL FIRETM.

3.4 SO2 Absorption Modelling Results

In this section, the simulation results obtained by the absorption model will be presented.
The sulfur dioxide absorption model described previously is implemented in the framework of
computational fluid dynamics software AVL FIRETM and coupled to the existing modules such
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Figure 3.19: Comparison of mass transfer coefficient models with literature data [150]. Single
falling droplet, d = 2.2mm; T = 20°C 620 ppm to 1968 ppm SO2.

as heat, mass and species transport. The gas phase was described by the continuous phase, ex-
pressed numerically by the Euler flow field , while the main part of the implementation was done
in spray module, following the Euler-Lagrangian formulation and the DDM approach presented
in Section 2.4. The discrete phase was tracked through the domain as parcels, representing the
collection of water droplets with similar properties. The concentrated-parameter approach was
used in modelling the droplets, averaging the internal properties over the droplet volume. The
Schiller-Naumann model was used for droplet drag calculation; interphase energy and mass
exchange were taken into account by multi-component evaporation model, the particle–wall
interaction model used was Walljet 0, and particle breakup and interaction models were not
included in the simulations.

The absorption was coupled in one-way only, as the desorption process from droplets to gas
was not included in the model. The turbulence was modelled by the standard k-ε turbulence
model, as the initial simulations on simplified test geometries did not show discrepancies com-
pared to the k-ζ - f turbulence model. Programming was done in the FORTRAN language, by
modifying the code provided through the collaboration with Advanced Simulation Technologies
division of the AVL List GmbH.

The major issue for the validation of implemented models was the absence of available exper-
imental data suitable for comparison. As the resources for performing the experimental research
and obtaining the results were not available, the sources of data for model validation were found
in the literature. Although the flue gas desulfurisation is not a novel topic, and despite the recent
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growth of interest for the topic explained in the introductory sections (Section 3.1) extensive
information about experimental research on pure and seawater absorption in spray scrubbers is
not readily available. The majority of research has been done on packed bed scrubbers, while
the spray scrubbers were not as represented. Additionally, the amount of research on seawater
as a scrubbing agent is still limited compared to lime and limestone scrubbing.

Finally, there is an issue of reproducing the experimental research published by other authors.
The results obtained from simulations and numerical models are highly-dependant on input data.
For performing numerical simulations, the accurate knowledge of boundary conditions is an
important condition. It is sometimes the case that experimenters do not anticipate that their
work will be used as a basis for numerical simulations, and information about the set-up that
is important for performing simulations is left out. In present case, this is especially important
for spray modelling, as it is a major parameter influencing the mass transfer. These issues were
encountered in this work as well, which additionally narrowed the list of available literature
suitable for validation process. Still, despite these inevitable issues in numerical modelling, two
of the cases that have been used are presented below.

3.4.1 1st Validation Case: Caiazzo et al.

The information about this case were obtained in the paper by Caiazzo et al. [153]. In their
study, they performed experimental investigation of SO2 absorption in pure and seawater sprays,
measuring the removal efficiency of the process under the different liquid flow rates. The liquid
was sprayed counter-currently in a stream of gas rising in the 1.88 m high and 0.18 m wide
tube representing the scrubber, and the SO2 concentrations were measured at the outlet on the
top. Pollutant concentrations were varied between 500 ppm, 700 ppm and 900 ppm, and the gas
temperature was 250 °C, representing flue gases entering the scrubber at the inlet at the bottom.

Spray parameters are crucial in influencing the absorption, since the mass transfer depends
mostly on droplet diameter, contact surface area, droplet velocities and the spray geometry.
Caiazzo et al. provided the spray analysis and the droplet distribution of the injector positioned
at the scrubber outlet for the liquid flow rates ranging between 0.1 m3/h to 0.4 m3/h. The
injector position was set at the top of scrubber, 20 mm in the domain from the outlet. Five nozzle
holes were circularly arranged, on the rim of a 40 mm diameter circle. Nozzle holes had 2 mm
radius, and produced spray with 60° angle. Droplet sizes were prescribed as a particle size
distribution, according to the mean value, standard deviation and skewness factor provided by
the authors of the experimental investigation. For the reproduction of droplet sizes useful for the
modelling purposes, probability distributions were calculated from the provided experimental
data. The skew-normal distribution was assumed for the droplet sizes, with the range between
0 mm to 2 mm, and the probability curves can be seen in Fig. 3.20, which are subsequently
normalised during the injection calculation procedure.

The inlet boundary condition imitated flue gases from the marine engine, and was set as
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Figure 3.20: Particle size distribution for the injected droplets under different flow rates.

the normal velocity, with 0.437 m/s and gas temperature of 250 °C. Walls of the vessel were
prescribed as constant boundary condition at 250 °C and no slip boundary condition. The outlet
at the top of the scrubber was kept at the static pressure of 101325 Pa, simulating the exhaust to
the ambient atmosphere. The domain was uniformly initialised with the velocity and temperature
from the inlet. The simulation time step was 5×10−4 s, and the spray started after the stationary
conditions were achieved in the domain. Both the pure water and the seawater were used as
scrubbing liquids, with the alkalinity of seawater set at the 0.0024 mol/kg. Overview of the
numerical setup can be seen in Table 3.3.

The mesh representing the computational domain consists of 33600 hexahedron cells, roughly
1 cm in size. Mesh independence calculation was performed on three meshes with different cell
numbers and published as a part of separate work [154].

Although the source did not include information regarding the experimental measurements
of fluid flow or temperatures that would facilitate model’s validation, velocities, temperature
profiles and the flow field data obtained at 15 s of simulation time show reasonable results in
agreement with the expected physical behaviour. The left side of Fig. 3.21 shows the tempera-
tures along the tube and in the droplets. The anticipated evaporative cooling can be observed in
temperature profiles, which is essential for the determination of properties for the subsequent
absorption modelling. Additionally, the evaporation influences the droplets sizes, gas phase
composition and the SO2 absorption.

On the right side of Fig. 3.21,b), the velocity field distribution and parcel velocities are
presented for the flue gases flow of 40 m3/h and the pure water spray at 0.1 m3/h. The results
show that the spray injection in the stream of continuously rising flue gases disrupts the fluid flow
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Table 3.3
Numerical settings for simulations of the Caiazzo et al. [153] case.

NUMERICAL SETTINGS
time step sizes 5×10−4 s, transient simulation

FLOW
gas flow rate 40 m3/h

SPRAY SETTINGS
liquid flow rate 0.1 m3/h–0.4 m3/h
injector position axially, 20 mm downstream from the outlet
number of nozzles 5; radially arranged (40 mm circle radius)
angle between holes 72°
nozzle hole diameter 2 mm
cone angle 60°
particle size distribution according to parameters in [153]; skew normal distri-

bution assumed in Fig. 3.20

SPRAY MODELS
drag law model Schiller-Naumann
wall interaction model Walljet 0
evaporation model multi-component

BOUNDARY CONDITIONS

inlet
normal velocity, 0.437 m/s; 250 °C
500 ppm–900 ppm SO2 in air (N2/O2 = 0.79/0.21)

INITIAL CONDITIONS
velocity uniform, upward direction 0.473 m/s
pressure 101325 Pa
temperature 250 °C
chemical species 500 ppm–900 ppm SO2 in air (N2/O2 = 0.79/0.21)

ASBSORPTION MODULE
liquid medium pure water / seawater
absorption model penetration theory; contact time = 0.1 s
seawater alkalinity 2400 µmol/kg
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Figure 3.21: Fluid flow properties at cross-section, droplet properties: a) temperatures; b)
velocities. Gas flow 40 m3/h; pure water flow 0.1 m3/h, at 15 s.
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a) b) c)

d) e)

Figure 3.22: Physiscal values in spray droplets at the beginning of injection: a) droplet
diameter; b) total mass transfer coefficient; c) total sulfur concentration for pure water; d) total

sulfur concentration for seawater; e) seawater alkalinity.

significantly, leading to the vigorous mixing of the phases and highly turbulent flow. The initial
velocity of the injected droplets is about 3 m/s, which is in agreement with the real industrial
applications [155].

For the purpose of model verification and the illustration of physical properties changing in
the absorbing droplets, Fig. 3.22 presents the selection of pertinent results. The figure shows
properties in droplets at the beginning of the injection time for both pure water and the seawater.
First, the droplet diameter shows the range according to the particle size distribution in Fig. 3.20
for the flow rate of 0.1 m3/h. Following is the range of the overall mass transfer coefficients,
combining the gas and the liquid side coefficients according to the equation (3.29). These values
are consistent with the values reported in literature, and the liquid side had greater influence,
although not a dominating one, as discussed in Section 3.3.1. The values at the beginning of
injection are quite consistent, but the greater ranges are observed as the simulations proceeded
due to different droplet parameters. Figure 3.22,c) and d) illustrate total concentration of sulfur-
containing chemical species, which is an indicator that the SO2 removed from the gas phase is
absorbed and converted to aqueous phase species. It can be noticed that the concentrations in
seawater are somewhat higher, which is to be expected since seawater displays larger absorption
capacity. Due to small time interval passed, the differences are not as big as in the overall results
at the end of simulation. Finally, the alkalinity concentration is shown, and it can be seen that
it is being spent as the droplet’s lifetime increases and the chemical reactions take place in the
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Figure 3.23: SO2 concentration on the cross-section. Gas flow 40m3/h; pure water flow
0.1 m3/h.

liquid phase.
SO2 concentrations in the gas phase are shown in Fig. 3.23. It can be noticed that the

absorption in spray droplets occurs rapidly, as soon as droplets are introduced in the domain.
Furthermore, the SO2 concentration contour and the previous testing of the model indicate that
the absorption is highly dependent on the spray and droplet characteristics. Smaller droplets
display faster absorption due to higher surface-to-volume ratio, but the larger ones absorb a
higher amount of pollutants.

The SO2 removal efficiency is calculated as the ratio between the inlet concentration and
the averaged concentration at the 15 s of the simulation time, 25 cm before the outlet as this
distance was used for gas sampling in the experimental setup. The results for absorption of flue
gases with 500 ppm–900 ppm SO2 in the both pure and seawater were obtained by the spray
absorption model. As the mass transfer to droplets was the main process in the simulations since
the wall film was not investigated at this point, the whole process depended significantly on
determination of mass transfer coefficient and the spray parameters. With all other parameters
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such as injection pressure and nozzle diameter remaining unchanged, the droplet size distribution
mainly depends on the liquid flow rate. Since limited information was available on the details of
injection system, liquid flow rates combined with the replicated probability curves in Fig. 3.20
were used for setting up the spray. Overall, the replicated results for removal efficiencies across
the concentrations, liquid flow rates and scrubbing liquid types displayed satisfying agreement
with the experimental data.

Figure 3.24: Removal efficiency for pure water absorption, 500 ppm – comparison with
literature data.

It can be seen in Fig. 3.24 that for absorption of gases with SO2 concentration of 500 ppm
in pure water the results are replicated with high similarity to experimental data. The trend of
increasing efficiency with higher liquid flow rates is accurately captured, displaying the model’s
sensitivity to droplet sizes and changing liquid-to-gas ratio. Slight deviation at 0.3 m3/h could
be contributed to a number of factors, such as inaccurate droplet sizes, mass transfer calculation
or wall film effects, but the increasing trend of efficiency with the rise of flow rates is still
preserved.

For the second set of data points—removal of simulated flue gases with SO2 concentration
of 700 ppm with pure water—the obtained results shown in Fig. 3.25 are similar to the previous
set. The sensitivity is reproduced here as well, keeping the calculated removal efficiency close
to reported experimental values. The cause for disparities cannot be explicitly pinpointed to a
single issue, as no clear pattern could be derived from the differences in results.

Next, the comparison of the model-obtained values with the experimental points is shown
in Fig. 3.26. As in previous cases, the results are in good agreement with the literature data
and the expected trend of increasing efficiency with rising liquid flow rate is conserved. If the
resulting points are compared between the cases with different SO2 concentrations, it can be
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Figure 3.25: Removal efficiency for pure water absorption, 700 ppm – comparison with
literature data.

seen that for 500 ppm the removal efficiencies are the highest, and they decrease with rising SO2

concentrations. The differences in removal efficiency reported by Caiazzo et al. are not quite
significant as can be found in other literature sources, but the trend is noticeable. This indicates
that resistance to absorption is not due to mass transfer, but due to absorbing capacity of the
liquid used.

Relative errors are shown in Table 3.4, and indicate that the removal efficiency is satisfactorily
reproduced, with somewhat higher relative errors at low liquid flow rates. This difference can be
explained by the lower efficiencies in absolute terms causing the greater relative error, however,
it may also indicate that the penetration theory might be less suitable for absorption in larger
droplet sizes.

Finally, the results for 500 ppm flue gases absorption in seawater is shown in Fig. 3.27. The
same trend and consistency with literature data can be found here as well, which indicates that
the seawater chemistry model used is also valid for modelling flue gas desulfurisation process.
Removal efficiency for seawater model shows the expected increase compared to pure water,
which is in agreement with the real-life physics and chemistry. The experimental results are
reproduced, with the deviation from the experimental data shown in the second part of Table 3.4,
and they indicate the sensitivity to the liquid used.

3.4.2 2nd Validation Case: Chen et al.

Similar to the previous numerical setups, the literature case by Chen et al. [156] was used
for further validation. In this research spray phenomena and operating conditions in large spray
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Figure 3.26: Removal efficiency for pure water absorption, 900 ppm – comparison with
literature data.

scrubbers using limestone suspension was investigated. Although their research was not focused
on the absorption itself, but rather on impact of deflectors on flow field inside the scrubber, data
useful for comparison and validation can still be found.

The pilot plant was a cylindrical reactor with a diameter of 1.2 m and height of 4 m. The
computational mesh consists out of 120 thousand dominately hexahedral cells, Fig. 3.28. Gases
entered from the inlet near the bottom, and the seawater was sprayed counter-currently from
72 spray nozzles distributed in three layers located 1.3 m, 1.5 m and 1.7 m from the gas inlet.
The SO2 concentration was 850 mg/m3, which corresponds to 300 ppmv in the simulated flue
gases—pure dry air with temperature of 150 °C and inlet velocity of 0.8 m/s.

In their paper, Chen et al. did not provide accurate nozzle or spray description, making the

Table 3.4
Relative errors for pure water simulations.

SO2
Relative error, %

0.1 m3/h 0.2 m3/h 0.3 m3/h 0.4 m3/h

PURE WATER ABSORPTION
500 ppm 0.0% −1.4% −9.0% 2.4%
700 ppm 41.4% 10.1% −8.5% 7.9%
900 ppm 40.9% 12.4% −7.4% 9.9%

SEAWATER ABSORPTION
500 ppm −11.2% 3.5% 5.5% 5.5%

92



Chapter 3. Sulfur Oxides Removal

Figure 3.27: Removal efficiency for seawater absorption, 500 ppm – comparison with literature
data.

validation significantly harder. In setting the simulation, the known parameters such as gas and
liquid flow, spray angle, and liquid-to-gas ratio were combined with the assumed parameters,
such as nozzle holes and particle size distribution common for scrubbing applications of these
sizes, nozzle velocity, and alkalinity.

The vessel walls were set as thin walls at 80 °C—a boundary condition in FIRETM that
simulates the temperature across the wall—together with no-slip boundary condition. The outlet
of the scrubber was at the upper end, replicating the counter-current flow in the scrubber. The
outlet pressure was prescribed as constant static pressure with value of 101325 Pa, and the
scrubber was initialised with the inlet temperature and the average velocity calculated from the
gas flow. The set simulation time step was 5×10−4 s, and the injection of seawater with the
alkalinity of 0.0024 mol/kg was initiated after achieving stationary conditions. Overview of the
numerical setup can be seen in Table 3.5.

Even though the complete description of experimental setup and the results was not reported,
simulated velocities, temperature profiles and flow fields display reasonable agreement with
the available data and the expected physical behavior. The magnitude of velocities in vertical
direction varies up to 5 m/s, which is in agreement with the reported data from the literature,
although the demister and the tray were not simulated as a part of the present work Fig. 3.29.
Significant influence of spray injection on the flow field can be noticed, which is expected
due to large amount of liquid phase. The injection velocity prescribed at 20 m/s causes strong
recirculation in the spray zone, which is not rectified by the demister or the flow deflectors, as
in experimental setup. Still, the velocity profiles are replicated with sufficient accuracy, when
compared to the date provided by Chen et al.
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Table 3.5
Numerical settings for simulations of the Chen et al. [156] case.

NUMERICAL SETTINGS
time step sizes 5×10−4 s, transient simulation

FLOW
gas flow rate 7600 m3/h

SPRAY SETTINGS
liquid flow rate 90 m3/h
injector position three levels:1.3 m, 1.5 m and 1.7 m from bottom

number of nozzles
24 per level; radially arranged
(4× d= 0.2m; 8× d= 0.5m; 12× d= 0.8m)

droplet diameter probability distribution based on the reported noz-
zles

nozzle hole diameter 3 mm
injection velocity 20 m/s
cone angle 110°
L/G ratio 25 L/m3

BOUNDARY CONDITIONS
wall no slip, thin wall model: 80 °C

inlet
normal velocity, 0.8 m/s; 150 °C
300 ppm SO2 in air (N2/O2 = 0.79/0.21)

inlet
static pressure, 101325 Pa
zero gradient temperature

INITIAL CONDITIONS
velocity uniform, upward direction 0.8 m/s
pressure 101325 Pa
temperature 150 °C
chemical species 300 ppm SO2 in air (N2/O2 = 0.79/0.21)

ASBSORPTION MODULE
liquid medium seawater
absorption model penetration theory; contact time = 0.1 s
seawater alkalinity 0.0024 mol/kg
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Figure 3.28: Computational mesh for the Chen case; side view and top view of mesh and
nozzle position.

The temperature along the tube is in agreement with the expectations, since the plexiglass
walls do not insulate the vessel good enough to maintain high temperature. Therefore, the
wall film evaporative cooling effects are not so significant, and the wall temperatures are thus
significantly lower. Flue gases entering the scrubber with heightened temperature are rapidly
cooled by the falling droplets and the evaporative spray cooling, humidifying the gas during the
process.

The SO2 distribution in the gas phase is highly dependent on the seawater spray character-
istics. The large amount of seawater injected ensures the L/G ratio of approximately 25, and
exposes fresh, unsaturated droplets with high alkalinity concentration to the polluted gas phase.
Together with the intense mixing, achieving high removal efficiencies is possible. Initially, low
SO2 concentration zone is formed below the spray injectors, which then propagates towards the
outlet. After the quasi-stationary state is achieved, low concentrations in the upper part of the
scrubber ensure uniform flow with no slippage.

In Fig. 3.30 the combined results for several properties are presented. First, the SO2 concen-
tration at the start of injection and after achieving quasi-stationary state are shown. The large
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a) b) c)

uz, m/s

Figure 3.29: Physical values along the open spray scrubber height: a) gas flow; b) gas and
spray; c) temperature profile.

number of nozzles causes the intricate spray pattern, but also ensures good mixing of the gas
and the liquid phase. The total sulfur concentration is also shown, providing details about the
absorption in droplets. Additionally, the liquid phase alkalinity was shown at the beginning of
the injection. The reduction due to chemical reactions can be seen, and this behaviour continued
as the simulation progressed. At the later stages, depletion of alkalinity could be observed in
droplets with higher residence times, confirming the issue with seawater absorption capacity
compared to other conventional alkaline scrubbers. Finally, the droplet Reynolds number values
were shown, indicating the vigorous mixing, the turbulent conditions of the flow field, and the
suitability of penetration theory compared to the purely diffusive film theory.

The removal efficiency is calculated as the ratio between the inlet concentration and the
averaged concentration at the outlet after the quasi-stationary state has been achieved. For the
inlet concentrations of 300 ppm, which correspond to 850 mg/m3 SO2, the calculated seawater
scrubbing removal efficiency was 87.6%. This value is near the range of 89% to 96% efficiency
reported by Chen et al., which is in a good agreement considering significant differences and
assumptions made while setting the simulation. Removal efficiency results, together with other
physical values that are reproduced, indicate that the implemented seawater scrubbing model
can be used as a foundation for simulating SO2 absorption in real industrial application, as well
as for further model improvements.
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b) d)

c)

a)

Figure 3.30: Simulation results for the Chen case: a) SO2 concentration in gas phase and total
sulfur in droplets at the beginning of spray injection; b) SO2 concentration at the

quasi-stationary state; c) alkalinity concentration in droplets; d) Reynolds number.

3.5 Wall Film Absorption

3.5.1 Overview of wall �lm absorption modelling

In numerical modelling of real-world processes, inevitably some approximations are intro-
duced in the model. Besides the assumptions mentioned previously, the wall film formation
and absorption of pollutants in it are commonly disregarded processes. Depending on the spray
patterns, scrubber geometry and the flow field, the formation of liquid film on the scrubber
walls can be more or less prominent, which has lead to its contribution to SOx absorption being
omitted from the models.

Still, the absorption of gases into falling liquid films is a widely-investigated topic, in the
areas of thermodynamic and hydrodynamic research, mass transfer in contactors, process engi-
neering and elsewhere.

The majority of the research on absorption into wetted walls was done for CO2 removal. For
example, Bishnoi and Rochelle investigated CO2 absorption by organic solvents [157], essential
for carbon capture processes. In principle, the liquid flowing in packed columns also forms a
film over the packing material. However, due to complex geometry, they are usually modelled by
volumetric discretisation along the scrubber height [131] or by using the porosity models [158].
Darake et al. [117] presented their numerical model for seawater spray absorber, which axially
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discretises the scrubber and gave some information about the wall film formation from spray. In
the CFD model of limestone scrubber, Marocco included only the droplet-wall interaction by
using the approach by Weiss and Wieltsch [159], but no wall film absorption. The experimental
analysis of liquid film formation by Codolo showed that film formation in sodium hydroxide
scrubber could reduce the droplet flow rate along the tower up to 30% of the total flow rate
[79]. On the other hand, in the ammonia scrubber experimentally investigated by Javed et al.
[102], about 25% of the total flow rate formed wall film. Finally, in an experimental section
of their paper, Flagiello et al. [106] acknowledge the film formation in seawater spray and
packed scrubbers but provide no experimental data, while in the numerical modelling section,
they employ an approach similar to Darake.

Wall film formation and behaviour investigations had been developed as a part of fluid dy-
namics, and the overview of models and research is given in the review by Killion and Garimella
[160]. A large number of parameters—such as fluid type, temperature, material roughness, gas-
phase flow, and film thickness, to name a few—influence the wall film, and the exact behaviour
is challenging to model. Detailed phenomena for different wall film processes can be modelled,
but models suitable for the applications and with low computational intensity need to be selected.
Although some work has been done on wall film modelling for scrubber applications, from the
literature review, it is evident that no comprehensive model exists and that the experimental data
does not conclusively assess the influence of wall film on the SO2 absorption. The present work
aims to fill the gap in the available models for SO2 absorption in wall film of seawater spray
scrubbers by improving previous research by the authors.

The absorption of pollutant gases in the liquid film forming on the walls of the scrubber is
not a completely researched topic. The reason for this is mostly the dominance of absorption
into spray over influence of the wall films. The exact figures are not reported and presumably
vary depending on the conditions and the geometry, however, in the available research on the
topic, different estimates are reported. For example, in the limestone spray scrubber modelling,
Marocco [116] acknowledges the existence of the wall film, but does not model it; Flagiello et al.
state that the influence of wall film on absorption is negligible [106]. In their experimental work
on analysing the simplified spray scrubber, Caiazzo et al. state that a fraction of the spray might
create the film, but the estimation of the influence was not performed [153]. In the previously
mentioned research by Darake et al. [117], the wall film was taken into consideration, and they
state that, depending on the used nozzle, 30% to 50% of the liquid flow turns converted into
the wall film. Similarly, depending on the nozzle type, the influence of wall film inclusion in
the model can lead to discrepancies up to 20% compared to experimental results. However, the
general modelling approach was not CFD-based, but employed the axial discretization of the
scrubber, which does not allow for more detailed analysis of the flow, spray, or the geometry.

The research on falling film absorption was mainly focused on the simplified laminar flows,
as the realistic phenomena is complex, coupled with heat transport, and difficult to model.
However, the assumption of laminar film is not always justified, as the instabilities frequently
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occur and disrupt the flow [160]. The hydrodynamics have a major impact on the absorption
operation, namely wall thickness, turbulence, droplet-wall interaction, and wave formation.
However, nearly all models are still based on the equilibrium assumption between the species’
partial gas pressure and their concentration in wall film. Similarly to the considerations for
falling droplets, the experimental tests on absorption into smooth, wetted walls found that mass
the transfer coefficient is proportional to D1/2. Furthermore, for the application in scrubbers with
high solubility of SO2 in water, the gas side mass transfer coefficient is often assumed negligible
[134], with liquid side contributing to over 90% of resistance [161].

On the other hand, the theories for the mass transfer into highly-turbulent flows are usually
based on the eddy diffusivity theory, and employing empirical or semi-empirical expressions for
obtaining the concentration profile [162]. For example, Davies modified the existing theory and
presented the model with a laminar film at the interface through which the transfer towards the
bulk of the liquid occurs [163]. The eddies inside the film cause the surface to deform, and based
on the balance between the internal dynamic thrust and the surface tension, the expression below
was derived for the liquid side mass transfer in films. Possibly due to the model’s dependency
on the choice of characteristic velocity and because it does not account for eddies of different
sizes, the predictions are lower than the experimental data.

3.5.2 Wall Film Absorption Modelling

Some of these deficiencies were recognised by Yih and Chen [164], as they concluded that
damping of eddies is being caused by surface tension instead of viscosity, and that the waves on
the free surface contribute to the increase of interfacial area by just a couple of percent. They
modified the model by inclusion of expanded literature data set for long-wetted wall columns
along their experiments on CO2 absorption. The resulting expressions for mass transfer coef-
ficient are based on larger number of experimental points, include a wider range of conditions,
temperatures, and absorbing gases. The film hydrodynamics develop with the increase of liquid
flow rate and the surrounding parameters from the laminar flow, followed by the wavy-turbulent
regime, and finally to the fully turbulent flow. In order to account for the variations in aggre-
gated data from other sources, the resulting expression is represented through the dimensionless
parameters. Therefore, the liquid side mass transfer coefficient is presented as a function of
Schmidt number and Reynolds numbers between 1600 and 10500, with the parameters and the
exponent empirically determined.

kYih&Chen
l = 1.099×10−2 Re0.3955 Sc1/2 (3.45)

The variety of models in literature and experimental data sets for mass transfer coefficients
complicated the choice of the appropriate approach, as the universal approach for laminar, wavy,
turbulent flows and the absorption of different gases does not exist. Another approach based
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on eddy diffusivity was presented by Fricke and Prasher [61]. It incorporates the Davies theory
and is valid for thin wetted films up to 50 °C, and the correlation parameters were empirically
derived from available experimental data. The eddy diffusivity is included in the model through
the energy dissipation in liquid film, ε .

kFricke&Prasher
l =

0.0108
π

(
ρ

σ

)1/2
(

δ 3ε3

gν

)1/4

D1/2

ε = 4001/5
(gν

3

)1/3
(

Re
4

)7/15
(3.46)

Although the previous two models were derived from the experimental data, they do not fully
represent the conditions encountered in SO2 scrubbers, as the experiments mostly monitored the
absorption of CO2 and other gases, with differences in geometries. The results obtained during
the model’s testing agreed with other literature values for kl , such as the range of 4×10−5 <

kl < 1.5×10−5m/s reported by Zidar while measuring SO2 absorption into NaOH solutions
[165]. Furthermore, the presented models were testaed against the work by Nielsen et al.,
in which they reported absorption rates in the internal pipe flow representing the wetted-wall
column [166]. They also provided their expressions for the liquid phase Sherwood number,
which they assumed depends also on the gas phase Reynolds number. The Fig. 3.31 shows
the comparison between the models presented in this work and the data by Nielsen et al. The
points represent their measurements, which they originally grouped according to the Reynolds
numbers of the gas phase, and the lines are the expressions for the respective Reg. Since the two
presented models were constructed from the aggregated data and they did not assume the gas
phase Reynolds number to influence the mass transfer, the expressions were compared to all data
points by Nielsen et al. The resulting curves are in the envelope of the experimental data, with
the expression by Fricke and Prasher better matching the points for lower gas Reynolds numbers,
and the Yih and Chen capturing the higher gas flows. Although the differences between the
models and the experimental results exist, such as using co-current scrubber by Nielsen et al.,
the results from Fig. 3.31 indicate that the models could be suitable for the intended applications
in modelling absorption in wetted-wall scrubbers.

For the inclusion of the SO2 absorption in wall film, only the liquid side mass transfer
was taken into account, based on the presented literature overview. The rest of the absorption
model follows the approach analogous to the absorption into spray droplets: calculation of
the equilibrium conditions; determining the driving force as the difference between the actual
concentrations and the equilibrium; calculation of interphase flux with regards to the resistance
due to the liquid side mass transfer coefficient. Both of the presented absorption models were
added to the existing wall film module in the AVL FIRETM software, by modification of sources
between the gas and the liquid phase. The resulting model was employed on the validation cases
in order to examine the influence of wall film absorption on the overall SO2 removal efficiency.
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Figure 3.31: Comparison of liquid side mass transfer models with the experimental data from
Nielsen et al. [166].

3.5.3 Numerical Simulations

3.5.3.1 Initial Veri�cation

An implemented model for wall film absorption equivalent to the spray absorption model
was initially tested on a contrived case for purposes of model verification, while the wall film
formation and behaviour were accounted for by the AVL FIRETM wall film module [73]. The
used mesh domain represented a section of gas around the wall that has liquid film forming
on it. Side boundaries were treated as symmetry boundary conditions, while the bottom and
the top domain boundaries simulated the upward motion of air polluted with 500 ppm SO2

with velocity of 0.5 m/s. The wall was kept at constant temperature of 30 °C, thus preventing
evaporation effects on the liquid film. The used domain contained 30000 hexahedral cells and
had dimensions of 50×50×25 cm, showed in Fig. 3.32.

The green area represents the feeder selection that is used for initialisation of wall film. In
real scrubber simulations, the liquid film will be formed after the spray droplets impact the
wall and the conditions are met for conversion from a droplet to liquid film. In order to have a
more controlled conditions for wall film thickness, velocities, and other parameters during the
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model testing phase, the introduction of wall film via the feeder was used. The selection had
width and height of 42.5 and 3 cm, respectively. During these initial tests, the liquid flow rate
introduced via the feeder was varied from 0.05 kg/s to 5 kg/s. With these flow rates the wetting
of the surface below the feeder was complete, which is universally not the case for liquid films
introduced by sprays, especially at the initial phases of the spray-wall interaction. Table 3.6
shows the development of the wall film for the liquid flow rate of 5 kg/s, and the film’s thickness.
It can be seen that a bulge is formed at the front where liquid film propagates down the wall.
Eventually, a constant thickness profile is established along the wall, below the liquid inlet. This
simplified case and the uniform wall film introduction method facilitated initial model testing
and calibration.

The achieved velocity magnitudes in these cases ranged from 0.18 m/s to 0.82 m/s, which
corresponded to the Reynolds numbers from 140 to 13000, Table 3.7. This indicates that for
the lowest flow rates the regime is laminar, that while at the flow of 1 kg/s the flow can be
considered turbulent. Thickness is also proportional to the liquid flow rate, since due to surface
tension larger amounts of liquid do not solely increase the wall film velocities. Film thickness
at the lower end of presented liquid flow rates lies below the 1 mm, which is lower than the
developed conditions in fully-wetted scrubbers. On the other hand, at higher flow rates, the
liquid film thickness nearly reaches 2 cm, which represents another extreme that is difficult to
achieve in realistic scrubbers even at high L/G ratios. In all of the cases, the Weber numbers
are well below unity, meaning that the surface tension, or cohesion forces are high compared to
inertia.

In Table 3.7 the results for mass transfer coefficients calculated by two different models are
also represented. The values are quite similar, which was expected from the analysis of Fig. 3.31
and, as they lie within the expected range [165], suggest that the mass transfer calculation
is valid. The matching liquid side mass transfer coefficients consequently cause almost non-
existent differences in gas phase SO2 concentrations between the calculation according to Yih
and Chen, and Fricke and Prasher, equations (3.45) and (3.46). The results showed in Table 3.7
are calculated by the model by Yih and Chen.

Regarding the chemical side of the model, the expected behaviour can be noticed for alkalin-
ity and total sulfur concentrations. Since the alkalinity is introduced at a constant concentration
value in fresh seawater, it is being spent as the liquid film comes into contact with polluted
air. Here, the lower mass of liquid causes the lower absorption potential, and the alkalinity is
spent more rapidly for cases with lower flow rates. Inversely, the total sulfur is highest for lower
mass flows, as it represents the absorbed sulfur concentration, which reaches the equilibrium
values. Still, due to higher mass and thus higher absorption capacity, the high flow rate absorbs
more SO2 in absolute terms, thus increasing the removal efficiency. From these images it can
be concluded that the resistance in system is not located in the chemical part. The chemical
reactions are much faster compared to the physical absorption, making the process limited by
mass transfer.
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Figure 3.32: Used computational mesh for initial wall film absorption.

Table 3.6
Wall film initialisation, liquid flow rate 5 kg/s.

t = 1s t = 3s t = 4s t = 5s

3.5.4 Wall Film Absorption Results

Previous chapters displayed the model and the results for the SO2 absorption in pure water
and seawater sprays in experimental scrubbers with different fluid flows and pollutant concen-
trations in the gas phase. Although the fluid flow and spray conditions are complex even on
the moderately simple geometries, approximations integrated in the model and the approach for
calculating the mass transfer condition were accurate enough to ensure quite small errors [154].
However, only the absorption in spray droplets—modelled by penetration theory—was included,
and the wall film formation was disregarded. The contact time parameter tcon. used in obtaining
the liquid side mass transfer coefficient was tuned for the simulated case, but the absorption is
highly dependent on it.

In order to test the influence of the implemented wall film absorption models with conditions
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Table 3.7
Initial wall film verification results. Velocity, Reynolds number, liquid side mass transfer

coefficient values and cross-sections of the domain representing wall film thickness, total sulfur
concentration ands SO2 mole fraction for different liquid flow rates.

0.05 kg/s 0.5 kg/s 1 kg/s 3 kg/s 5 kg/s
Re 140 1289 2567 7692 12820

kY &C
l 7.273×10−5 1.649×10−4 2.162×10−4 3.334×10−4 4.08×10−4

kF&P
l 8.593×10−5 1.79×10−4 2.276×10−4 3.34×10−4 3.994×10−4
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reported in the literature, the same experimental case obtained from Caiazzo et al. was simulated.
The results did not indicate a significant change in the absorption efficiency with the wall

film absorption model included. The absorption process was removing the SO2 from the gas
phase into the liquid, but the magnitude was too small to be noticeable compared to the spray
absorption. One of the explanations was that the insulated walls kept at 250 °C prevented more
intense wall film creation, which was supported by the average film thickness of approximately
0.2 mm and the average Reynolds number around 200. Furthermore, the high wall temperature
influenced the Henry’s constant and the SO2 solubility in liquid phase, further preventing the
absorption. As the literature source did not provide any data on wall film, additional conclusions
could not be made, and the model was then tested on a previously-presented industrially-sized
geometry obtained by Chen et al. [156].

For the larger case from Chen et al. that replicated industrial operating conditions, the simu-
lation set-up was performed analogously to the spray-only absorption simulations in previous
section, with the droplet contact time set to 0.1 s. The vessel walls were treated as thin walls at
80 °C, with the corresponding module activated. The inclusion of the model describing liquid
film formation on the scrubber walls did not significantly alter the velocities or other flow field
parameters inside the scrubber, making the previous comparisons valid for the present case as
well.

Figure 3.33 shows the concentrations of sulfur-containing chemical species in the spray
droplets soon after being injected from the first level of nozzles, as well as in the wall film after
it develops. Initially, the driving force causing the absorption is high, but as the SO2 is being
removed, the low concentrations in the gas phase slow the absorption process. The increasing
concentration of total sulfur in the liquid phase indicates that the SO2 is being absorbed, but
without taking into account the amount of liquid, this results are only indicative.

The liquid flow rate of 90 m3/h together with the L/G ratio of 25 ensure that the liquid film
forms at the wall. The thickness of the wall film is approximately 10 mm. Higher values occurred
at the bottom of the scrubber, as the bottom wall provided no outlet for them, thus impacting the
average thickness and the Reynolds number. Presently, this issue could not be addressed, as it
required modifications of the wall film model, but the increased film thickness at the bottom did
not significantly impact the absorption. The Reynolds number ranged between 3000 and 6000,
suggesting that the wall film flow is in the turbulent regime. These two results justify the use of
the presented models for the calculation of mass transfer to wall film. The temperatures of the
wall film were in the expected range, with the areas where film has formed undergoing cooling
from the injected liquid. The wall temperature was set to 80 °C, and the red areas represent the
numerically calculated temperature, although in these regions liquid film might not be present,
or is extremely thin. Temperatures in the portion significant for the absorption process remained
around 20 °C to 50 °C, which are the temperatures where chemical absorption still occurs.

Following is the comparison of SO2 concentrations on the axial cut of the absorber. Fig-
ure 3.35 shows the concentrations for the absorption in spray only on the left side. As expected,
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Figure 3.33: Concentrations of total sulfur absorbed in a) spray droplets; b) wall film.

Figure 3.34: Wall film Reynolds number (a), thickness (b), and temperature (c) values on a
large scrubber geometry.
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the majority of droplets interacting with the gas flow below the three layers of nozzles form the
zone with the lower SO2 concentration. As the quasi-stationary state between the flue gases
entering the scrubber and the unpolluted seawater with high alkalinity is achieved, the SO2 outlet
concentrations are also stabilised. When the wall film absorption was also enabled, namely the
Yih and Chen model in Fig. 3.35, there was a noticeable decrease in the SO2 concentrations
near the scrubber wall. At 2 s after the start of injection, on the back side wall the film was
formed with thickness of approximately 0.3 mm, and the absorption is increased compared to
the spray-only case.

Figure 3.35: Comparison between the absorption in spray only (a), and the included wall film
absorption – model by Yih and Chen (b).

The removal efficiency is calculated as the ratio between the inlet concentration and the
averaged concentration at the outlet after the quasi-stationary state has been achieved. For
the inlet concentrations of 300 ppm, which correspond to 850 mg/m3 SO2, seawater scrubbing
efficiency for absorption in spray only is 87.6%. Although the removal efficiency is high, even
higher values usually reported for the seawater scrubbers could not be simulated with the set
boundary conditions. By including the wall film absorption model, the removal efficiency was
increased to 92.9% and 93%, for Yih and Chen and Fricke and Prasher models, respectively.
These values are in range of 89% to 96% efficiency reported by Chen et al., which is good
agreement considering significant differences and assumptions made while setting the simulation.
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The difference between the applied mass transfer wall film models is quite small, and indicates
that the approaches are applicable and that the mass transfer coefficients are correctly calculated.
Additionally, it implies that the resistance is not the process-limiting step, at least in present
application. Rather, either the amount of liquid on the wall, or the alkalinity—both representing
the capacity for absorption—restrict the process. Finally, even though the present case does not
represent all of the parameters, conditions and geometries of a scrubber, presented results give
at least a rough estimate on the influence of wall film absorption compared to the absorption in
a spray.

Table 3.8
Removal efficiencies comparison with and without wall film absorption model.

Simulated efficiency, % Efficiency increase, %
Spray absorption only 87.6 -
Wall film absorption: Fricke & Prasher 93 6.16
Wall film absorption: Yih & Chen 92.9 6.05

This section presents the inclusion of a numerical model for simulating flue gas desulfurisa-
tion in liquid film forming on scrubber walls, as an expansion of the basic model implemented
for absorption in spray droplets only. Similar to the initial approach, the identical assumptions
regarding the sulfur chemistry and physical properties were applied. The lumped-parameter
model was also used, but in a modified form that averages the properties across the wall film
cell instead of the liquid droplet.

Two models for calculation of mass transfer coefficients in wall film are presented, and
their analysis on both simplified cases and the real industrial case is shown. By replicating the
available boundary conditions and parameters for large-scale scrubber from the literature, but
using only the absorption into spray, the removal efficiency of 87% is achieved, which is lower
than expected values.

By including the wall film absorption, the removal efficiency increased to 93%, for both
cases. Since the dimensionless analysis showed the differences between the models are quite
small, the almost identical results can probably be attributed to operating parameters not causing
enough differences to show on the global level. The mass transfer coefficient calculation does
not have high enough influence on the overall absorption compared to the wall film thickness
representing the absorption capacity, or the chemical reactions, represented by the spending of
the alkalinity species. For the case of a larger scrubber with realistic geometry and operating
conditions used for simulations, the influence of wall film absorption to total removal efficiency
was assessed at around 6%.

These result values can hardly be extrapolated and applied universally to other geometries
and cases, as they represent specific conditions occurring in present scrubber. Although the
operating parameters found in the paper by Chen et al. fall within the velocity, liquid-to-gas ratio
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and temperature ranges usually reported for the spray scrubbers, the conditions such as scrubber
dimensions and shape, spray pattern, number and type of spray nozzles used can significantly
influence the droplet sizes and distribution, as well as wall film formation. Therefore, additional
investigation on different scrubbers are needed, that will include wider set of conditions and
test the model’s flexibility under varying operating parameters. Unfortunately, at present time
no additional geometries with accompanying data sufficient for modelling and replication of
results were available. This was also a common issue encountered with other cases, where
not enough detailed information was presented about the experimental set-ups. Besides the
additional simulations on cases with more complete information about boundary conditions,
the model itself can be improved in the future. The influence of high temperatures present
due to hot flue gases can sometimes bring the system outside of temperature ranges that the
Henry’s constant parameters are calculated for. Additional issue is the inclusion of only the
liquid side mass transfer coefficient. Although the literature sources indicate that the gas side
mass transfer resistance can be neglected, its inclusion would lead to the more complete model.
Finally, another improvement of the model can be done for the droplets and the wall film exiting
the scrubber, in order to prevent unphysical behaviour in the sump at the bottom.

3.6 Conclusion

This chapter gave an overview of the development of sulfur dioxide removal in flue gas desul-
furisation systems. The expansion of the model was presented, from the general calculations of
equilibrium conditions in gas-liquid systems, over the initial mass transfer dynamics simulations
on individual droplets and simplified cases, and finally to the full, three-dimensional simulations
of available experimental and industrial cases.

Development and validation of chemical system modelling was shown, and the obtained
results were analysed for pure water and seawater systems as well. Special attention was paid
on the use of appropriate mass transfer modelling approach, as it was shown that this is a crucial
part of SO2 absorption systems. Finally, the model for describing absorption in wetted wall
film was implemented, taking into account complex dependence of mass transfer coefficient on
hydrodynamic properties.

Dimensionless analysis and initial investigation of the model on simplified cases provided
great insight into the dynamics and behaviour of different physical and chemical properties
relevant to absorption applications. Presented results for SO2 absorption in spray droplets
display very good agreement with literature data, validating the model for use in spray systems.
The model’s behaviour is in agreement with the expected trends when parameters such as droplet
sizes, SO2 concentrations or liquid-to-gas ratio are changed.

These results showed in this chapter indicate that the contribution of absorption in wall
film to the overall removal efficiency can not be always disregarded. The initial results on
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a simplified geometry that showed insignificant increases in SO2 removal also prove that the
increase obtained on the large scrubber case can not simply be extended to all cases. Still, the
increase on the case replicating industrial conditions can be indicative of the relative importance
of the wall film absorption. This can be especially important at higher efficiency ranges, where
as accurate predictions as possible are needed for comparison between different technologies.
From the obtained results, it can be concluded that the accurate prediction of desulfurisation
efficiencies above 90% could not be performed without the wall film absorption taken into
account.

The developed and implemented model can serve as a comprehensive tool for modelling SO2

absorption in spray contactors, as it accounts for all major physical and chemical phenomena
influencing the overall process. The combination of pure water and seawater chemistry, and
absorption dynamics calculation for both spray droplets and liquid wall film, enable detailed and
accurate prediction for SO2 removal efficiency in spray scrubbers.
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Nitrogen Oxides Formation

4.1 Combustion systems overview

Despite the accelerating phase-out of coal as a fuel for electricity production and the tendency
towards a greener and more sustainable technologies, the overview of global power generating
capacities given in Section 1.2 indicate that the transition may not happen instantly. Therefore,
additional research will still be needed in years to come in order to reduce the impact of existing
power plants and minimise the pollution emissions. With that in mind, the aim of this chapter is
to present a model for describing nitrogen oxides production from pulverised fuel combustion
systems, that could aid in limiting pollutant emissions. The improvement of pollutant production
models and the capability to have a greater insight in formation processes can be useful in
designing combustion systems or modifying them to reduce the impact on the environment.
As experimental investigations of new designs, suitability of different fuels or retrofits can be
costly, numerical simulations of thermo-fluid properties can be a valuable tool when designing
and managing the operation of more sustainable combustion and solid fuel utilization processes
[167].

Among the solid fuel thermal utilisation technologies, three conventional approaches account
for the majority of installed capacities. The first is fixed bed combustion, where fuel with coarser
granulation is put on the grate, while preheated air rises through the bed and carries volatiles
into the central section of the combustion chamber. The following is the fluidised bed, where
the air stream from the bottom of combustion chamber suspends the solid fuel in the chamber
volume, mixing the particulates, volatiles and oxidiser, achieving uniform temperature and
good efficiency. Pulverised fuel combustion is the third one, and this work will focus on it.
Finely-ground fuel entrained in the air stream is introduced in the combustion chamber, and
a high specific surface area enables fast combustion reactions, steep heating rates and high
temperatures. This approach offers flexibility in the combustion control, and high efficiencies
for a variety of fuels, but suffers from slagging and higher costs due to solid fuel grinding and
the need for more advanced collection equipment for fine ash particles.

In pulverised fuel combustion, coal was primarily used as a fuel, but biomass is also in-
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vestigated and used industrially. Either used exclusively or by co-firing with coal, it can lead
to substantial CO2 emissions reductions [168]. Still, though the biomass is established as a
relevant mode for emissions reduction and achieving the set sustainability goals, its utilisation
in the existing coal-fired plants may negatively influence the operation and performance of the
boilers [169] due to composition of biomass, harmful chemical compounds and behaviour when
combusted [170]. In present work, only the pulverised coal combustion will be investigated,
but the developed approach and the model are suitable for application in thermal utilisation of
biomass as well.

4.2 Pulverised Fuel Combustion

The main requirement for an accurate prediction of pollutant formation in pulverised fuel
utilisation systems is the robust and detailed combustion model. Fine fuel particles are heated,
exchange heat and mass with the surrounding gases, the emitted volatiles react in gas phase
reactions, and the solid particles directly participate in heterogeneous combustion reactions. All
of these processes must be considered, and the pulverised fuel combustion model previously
implemented by Mikulčić et al. [171] in the AVL FIRETM stands as a foundation for the
development of additional models. The modelling of fuel particles lies on the Euler-Lagrangian
premise and the DDM approach presented in Section 2.4 and used previously for modelling
absorption in liquid droplets. The validity of the approach was substantiated by Yang et al. [172]
and the investigation on the isothermal behaviour of single fuel particle below 200 mm.

Solid fuel particles undergo complex physico-chemical processes when entering the com-
bustion chamber, usually divided into four distinctive phases: heating, drying, devolatilization
and combustion of the volatile species and char [173]. In his work, Mikulčić has implemented
pulverised solid fuel model where the particles’ combustion is described by the mass exchange
and the chemical reactions kinetics [174], providing additional sinks and sources for enthalpy
and species equations in the gas phase.

The overview of the combustion model reactions is given in equation (4.1). While the fuel is
heated, free moisture contained in it evaporates, leaving the dry coal particle. After the drying,
the particle temperature increases, and the evolution of other volatile compounds initiates. This
process reduces the particle mass and the leaves char as a main constituent. The composition
of emitted volatiles highly depends on fuel content and the conditions such as temperature,
residence time, and air-fuel ratio. The main ones are taken into account by equation (4.1), and
the dynamics of the reaction are modelled by kinetic rates and the Arrhenius-type expression.
Simultaneously with the devolatilisation and pyrolysis process, the heterogeneous char oxidation
occurs in particles, accounting for fuel particle size, porosity and temperature. The oxidation
of char, which is modelled as carbon, forms the gaseous CO2 and CO, further reducing the
particle’s mass until only the inert ash component remains.
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Equations (4.1a) to (4.1e) are responsible for coupling the mass between solid particles and
gas phase via the sources and sinks. They show the numerical representation of reactions and
processes as they are implemented in the model. The rest of the homogeneous reactions are
treated within the FIRETM general gas phase reactions module, where volatile species taken
into account are CO, CH4, H2, C6H6, NH3 and HCN. Here, the nitrogen-containing species are
a part of the general species transport model and chemical reactions system already present in
FIRETM, but the pollutant formation model in this work expands the complexity and introduces
more details. In previously published work, the comparison between the general gas phase
reactions model reactions and the fuel NO model was presented, showing that the former cannot
be used in for accurate pollutant formation modelling in solid fuel combustion systems.

wet Coal(s)
H2O evaporation−−−−−−−−−→ dry Coal(s) (4.1a)

dry Coal(s)
devolatilisation−−−−−−−−→ Volatiles(g) +Char(s) (4.1b)

C48H18O4N2(s)
devolatilisation−−−−−−−−→ 3CO(g)+H2(g)+H2O(g)+CH4(g)+

C6H6(g)+HCN(g)+NH3(g)+37C(s)

(4.1c)

C(s) +O2(g) −→ CO2(g) (4.1d)

Volatiles(g) +O2(g) −→ H2O(g) +CO2(g) (4.1e)

The pulverised fuel combustion model was validated in the referenced publications, and is
suitable for modelling pyrolysis and combustion processes of coal and biomass, but also plastic
materials and thermal decomposition of limestone for cement production. In this work, it will
be used as a foundation for the development of models describing NO formation.

4.3 Formation Models

Understanding the pollutant production from conventional and alternative fuels is important
due to their significance as future energy production and the reduction of the impact on the
environment. Chemical reactions and the mechanism of the nitrogen oxides productions are
complex and not entirely understood processes [175]. Attempts to estimate the pollutant con-
centrations based purely on the fuel composition do not provide satisfactory results [176] owing
to their formation, which greatly depends upon the combustion conditions such as temperature,
gas phase and fuel compositions, particle size and fuel to air ratio [177].

Detailed chemical models for describing the pollutant formation from combustion systems
include hundreds of elementary reactions and species [178] and, at the present state of computer
hardware, require unfeasible computational time for calculation. Therefore, the reduced models
sufficiently simplify the chemical mechanisms for describing the formation of the nitrogen
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Figure 4.1: Detailed NO reaction mechanism scheme [41].

oxides and predicting their levels. Work done by Glaborg et al. [179] provides a comprehensive
review of the commonly used models for the calculation of nitrogen oxides concentration in
solid fuel fired systems, and other work has been focused on various related topics. For example,
Molina et al. investigated nitrogen retained in char [180], functional forms of nitrogen were
inspected by Kambara et al. [181], and Jones et al. modelled the coal devolatilization [182].

As the pollutant formation processes’ complexity necessitates the application of simplified
models, the one used in present work is based on coupling the introduced combustion system
with the reduced chemical reaction mechanism [183]. Nitric oxide NO is considered as the
most significant species, since it is dominant among the pollutants, accounting for up to 95%
of the total emissions [184]. The rest of the compounds usually have a minor effect and will be
neglected during the combustion process (Section 1.2.1).

Additional transport equations are introduced for pollutants and the intermediate chemical
species, as shown in equation (2.11). Participation in chemical reactions is then numerically
modelled as sources or sinks for the NO transport equation. This approach, decoupled from the
main combustion and flow field calculations, is justified by the low NO concentrations that do
not affect the flame structure or the fluid flow significantly [185]. Additionally, the timescales of
the fast combustion reactions and the slower NO formation are different, which further justifies
the approach.

The NOx formation is usually divided into three mechanisms: thermal, prompt and fuel
nitrogen. Thermal NO forms under high temperatures by dissociation of the molecular nitrogen
from the air and is described by the Zeldovich mechanism. Prompt NOx is described by the
Fenimore’s mechanism, which was additionally improved by De Soete by comparing it with
experimental results. In this work, prompt mechanism will not be used, as its contribution is
noticable only in fuel-rich mixtures and at lower temperatures, below 1000 K [186]. Fuel NOx

production and destruction is not yet entirely understood process, despite the extensive research
on the topic. These models are described in details by the work of Vascellari [41], who presented
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the comprehensive overview of the NOx reactions modelling in combustion systems with the
focus on coal, existing emissions control technologies, NOx reaction paths, and chemical kinetics
in turbulent flames.

4.3.1 Thermal NO Mechanism

Thermal NO forms at high temperatures by dissociation of the molecular nitrogen from the
air and subsequent reactions of atomic nitrogen with oxygen. Due to the high energy needed
for breaking the strong intermolecular nitrogen bonds, thermal NO is highly dependent on the
temperature, nitrogen and oxygen concentrations, as well as the residence times. The following
equations describe this process, commonly known as the extended Zeldovich mechanism. The
experimentally determined reaction rates available in the literature [187] for reactions with nitro-
gen, oxygen and their radicals are included, and the extended Zeldovich mechanism additionally
describes the atomic nitrogen reactions with hydroxyl radical, which have a significant impact
in fuel-rich mixtures.

N2 +O−⇀↽− NO+N

N+O2 −⇀↽− NO+O

N+Oh−⇀↽− NO+H

(4.2)

Using the quasi-steady-state assumption for the rate of production and depletion of the nitro-
gen radicals, the net rate of NO formation needed for the source calculation can be formulated
as in equation (4.3), with k f ,b being the forward or backwards rate coefficients taken from the
literature [188]. The necessary chemical species concentrations and temperature are taken from
the calculated flow field results.

dcNO

dt
= 2k1 f cO cN2

1− k1b k2b cNO
2

k1 f cN2 k2 f cO2

1+ k1b cNO
k2 f cO2+k3 f cOH

(4.3)

4.3.2 Fuel NO Mechanism

Unlike the importance of thermal mechanism in the internal combustion engines or the gas-
powered boilers, in solid fuel combustion systems the dominant mode of production of nitrogen
oxides is the fuel mechanism [179]. This is especially true for the combustion temperatures
below approximately 1500 K, at which the thermal mechanism is very weak. In solid fuels,
nitrogen is usually contained as one of the functional groups—pyridinic, pyrrolic and quaternary
in coal [181], and as amino acids and proteins (amine-N and protein-N) in biomass [189]. They
break apart and react at different temperatures and conditions, and the general conclusions about
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their behaviour and pollutant formation are hard to draw. Chemical mechanisms and pathways
from solid fuel nitrogen to nitrogen oxides are not precisely known and depend on combustion
conditions such as temperature, flow, air-fuel ratio, fuel type, particle sizes, residence times
and type of combustion. During pyrolysis, tar and volatiles are emitted and subsequently form
the intermediate species—hydrogen cyanide or ammonia—and nitrogen oxides are produced
by their oxidation. The correct choice of the intermediate species between the fuel particle,
volatiles and the final products is one of the most important parameters in fuel NO mechanism
modelling, and also strongly depends on the combustion conditions [175]. Small quantities of
nitrogen gas forming directly from pyrolysis can usually be neglected. Parallel to the production
path from volatiles is the heterogeneous reaction of nitrogen retained in char that produces either
intermediate species or nitrogen oxide directly. General approximations valid for all fuel types
and combustion conditions are hard to make, and for this model, it is assumed that all the char
nitrogen forms the intermediate species.

The solid fuel description is commonly given as ultimate and proximate analysis, providing
only the elemental composition and the division according to the fuel’s behaviour under ther-
mogravimetric analysis [190]. This does not provide enough information to describe functional
groups that nitrogen is contained in, which is the reason why detailed pathway choice depending
on them is not commonly used in models developed for engineering purposes. Here, the men-
tioned HCN and NH3 will be used as intermediate compounds, as they are the dominant ones
in pulverised coal combustion, while other nitrogen-containing species such as HNCO are more
significant in fluidised bed combustion [41].

The reactions of nitrogen-containing volatiles and char are modelled with the finite reaction
rates, with sources and sinks of intermediate species contributing to their additional transport
equations. Besides NO, the transport equations for HCN and NH3 are introduced as well, and
they are also decoupled from the general gas phase reactions. Therefore, in addition to thermal
source, additional connections between the intermediate species and NO add up to the total
sources of transport equation. Figure 4.2 depicts the scheme of the reaction mechanism and the
pathways. This is a common approach in fuel NO modelling and accounts for several modes of
nitrous oxide and intermediate species production. The coal particle can contribute to the for-
mation of nitrogen-containing species either through the emitted volatiles or the heterogeneous
char reactions. Although the NO can be formed directly by char oxidation, it is assumed that
only the intermediate species are formed via this pathway [191].

Heterogeneous reactions of char forming the intermediate species are modelled according
to Levy et al. [192], and equation (4.4) provides the expression for calculation of HCN or NH3

source. Besides the influence of molar masses and volume, Sc stands for the char burnout rate,
taken from the combustion model, and YN,char represents the fraction of nitrogen in char.

SHCN/NH3,char =
ScYN,charMHCN/NH3

MNV
(4.4)
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Figure 4.2: Fuel NO reaction mechanism scheme.

Volatiles evolved from the coal particles are the second major contributor of intermediate
species. As the NO production via this pathway has been neglected, only HCN and NH3 can
be formed. Their sources are calculated by equation (4.5) and depend on several factors. One
is the source of volatiles from the heating particle Svol , which is a parameter obtained from the
combustion model. Besides molar masses, the main parameter is the nitrogen fraction in emitted
volatiles YN,vol .

SHCN/NH3,volatile =
SvolYN,volMHCN/NH3

MNV
(4.5)

Depletion of intermediate species occurs due to reacting with NO and forming N2. This sink
SHCN/NH3,N2 is modelled by the finite reaction rate rHCN/NH3 obtained from the literature and
presented in equation (4.6).

SHCN/NH3,N2 = rHCN/NH3

MHCN/NH3 p
RT

(4.6)

In the fuel NO production model there are several simplifications made. The chemical
mechanism used is reduced and consists of only two intermediate species, which are the most
important ones. Heterogeneous reactions with char are also simplified and modelled as a rate
reaction on a surface of the particle, while the surface area is defined as a specific area of
solid fuel per unit mass. Additionally, the formation of tar and the evolution of species from
it is neglected. Besides the Arrhenius-type reaction rates, this approach highly depends on the
nitrogen content in char and volatiles. Additionally, the main issue that was skipped over is
the contribution of different pathways and intermediate species, which can cause significant
differences in modelling.
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4.3.3 Impact of Turbulence on Pollutant Production

Combustion processes occur under highly-turbulent conditions that have a great impact on
NO production. Using the averaged temperature field values in expressions for reaction rates
and pollutant sources does not provide correct results since the temperature influence on the
reaction rates is highly non-linear. The presumed probability density function (PDF) is used
to model the effect of turbulent fluctuations on the NO kinetic rates, integrating the rates with
respect to the temperature:

SNO =
∫ 1

0
P(T )SNO(T )dT , (4.7)

where P(T ) is the probability density function of the normalised temperature field, and the
SNO presents the instant NO source. The beta function for the temperature probability density
function is obtained from Vujanović et al., and the additional transport equation is introduced
for the temperature variance [185]. This approach for the inclusion of temperature fluctuations
due to turbulent flow field is extended both to thermal mechanism, and the NO production via
the intermediate species.

4.4 Fuel Nitrogen Partitioning

In the previous section, the NO formation model has been presented, with the emphasis on
fuel NO, as the main contributor to overall pollutant production in pulverised coal combustion
systems. However, the variants of this model are known and commonly used, indicating that
the model presents a good compromise between the complexity and computational intensity.
Still, one of the main issues that is generally unknown for all combustion conditions is the
influence of individual intermediate species. Conflicting information is reported in the literature
about the dominant pathways, but the conclusion is that their importance is highly-dependant
on parameters such as heating rate and temperatures, fuel and combustion chamber types, air
to fuel ratio, secondary devolatilisation and particle sizes. This issue aggravates the modelling,
making the development of simplified model for different conditions and fuels more difficult.

With the model set up as was previously displayed, the main issue is the partitioning of fuel
nitrogen between the intermediate species, but also between the volatiles and the char. Although
literature data on fuel partitioning exists, it is often limited for different coal types or combustion
systems. With this question in mind, the experimental investigation was performed, aiming to
obtain better insight into the division of fuel N between the pathways.
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4.4.1 Experimental Determination of Fuel Nitrogen
Partitioning

The experimental investigation was performed in the Fuel and Combustion Laboratory fa-
cilities at the Faculty of Mechanical Engineering, University of Belgrade. The coal samples
were analysed in the coupled thermogravimetry and mass spectrometry (TG-MS) instrument by
NETZSCH. The coupled system allows for the simultaneous thermogravimetric analysis and
the mass spectrometry in the quadrupole mass analyser. The latter is more significant for the
present analysis, as the mass spectrum of the gases evolved from the sample could provide more
information about their composition.

The sample of bituminous coal, selected to match the one used in simulations and the ref-
erenced work [193], Table 4.2, was prepared by drying and the 10.45 g sample was analysed.
The selected heating rate was 10 K/min, trying to replicate high heating rates of pulverised coal
combustion systems in the available experimental setup. Two variations of experiments were
performed in order to isolate the volatiles from heated coal particles. First, pure oxygen was
selected as the carrier gas for connecting TG to the MS section via a transfer line. This was
done to avoid the nitrogen from air to interfere with devolatilisation products. Secondly, the
same process was conducted in the inert atmosphere of argon, in order to prevent the oxidation
processes during pyrolysis. The gas flow rates were 20 mL/min and 70 mL/min, respectively.

The obtained mass spectrograms provide an incoherent image of all of the evolved species in
the gas phase. Due to the large number of chemical compounds, this data is not applicable in the
raw form, as overlapping signals for species with similar mass-to-charge ratio (m/z) obfuscate
the conclusions. Another issue is that the MS in this form is a qualitative method, not suitable
for quantifying the amounts of species in gases, such as is the FTIR method. Therefore, the
quantification method was devised for determining the absolute amounts of chemical species
from the available data.

The signals were isolated for the pertinent species—HCN and NH3. However, only the first
one could be used for the analysis, as the NH3 signal, with the peak of m/z ratio at 17, overlapped
with the H2O. Therefore, the HCN was used as the initial step for determining the partitioning,
and the values for NH3 were obtained by subtraction from the overall nitrogen content in fuel.

Figure 4.3 shows the processed signals for two cases, the first one with the O2 carrier gas,
and the second with argon. The analysis was performed up to 1100 °C, with the heating rate
of 10 K/min, and in the O2 atmosphere pyrolysis and char oxidation occurred. This procedure
allowed obtaining the HCN signals for the overall process and the total evolution in volatiles and
char alike. On the other hand, process in the inert atmosphere allowed the differentiation between
the volatile evolution and the nitrogen remaining in char that account for the HCN formation.
An additional assumption that HCN and NH3 are the only nitrogen-containing products from
the fuel nitrogen allowed determination of the NH3 concentrations by considering total nitrogen
content in fuel.
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(a) Oxygen as carrier gas. (b) Argon as carrier gas.

Figure 4.3: Mass spectrometry signals for HCN in oxygen and argon.

The fact that MS does not explicitly provide the quantitative analysis of the species’ amounts
was circumvented by equation (4.8). This equation presents the calculation of species concen-
tration on the basis of fuel sample. In Fig. 4.3, it can be seen that the y-axis displays the relative
ratio of analysed signal to the base one, measured as the ratio of their ion currents. To obtain the
species’ mass fraction in the fuel, the ratio of ion currents is translated into it by combination
with the carrier gas flow rate and the mass of the sample. This calculation provides the mass
fraction on the basis of the investigated fuel sample.

YHCN =

ICHCN
ICcarrier

qcarrier

msample

=
ICHCN

ICcarrier

qv,carrier

msample

ρcarrier

ρHCN

MHCN

22.4

(4.8)

The ratio of ionic currents in equation (4.8) is obtained by the numeric integration of HCN
signal between the temperatures where devolatilisation and pyrolysis occurs, and the area is
shown in green in Fig. 4.3.

After the data analysis and conversions, the partitioning of HCN and NH3 in solid fuel is
obtained and presented in Table 4.1. These values are then used for improving the presented
model for fuel nitrogen conversion, by introduction of weigh factors that influence the particular
pathway.
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Table 4.1
Fuel nitrogen partitioning between species and the pathway type.

Fuel nitrogen
total emissions, %

HCN NH3
52.2 47.8

HCN
volatiles char

15.7 84.3

Table 4.2
Coal characteristics [193].

Proximate analysis %wt
Volatiles 37.6
Fixed carbon 58.8
Moisture 1.6
Ash 2.0
Ultimate analysis %wt
Carbon 76.9
Hydrogen 5.1
Nitrogen 1.6
Sulfur 0.7
Oxygen 12.1
High heating value, MJ/kg 33.9
Low heating value, MJ/kg 32.7

121



Chapter 4. Nitrogen Oxides Formation

Figure 4.4: Computational mesh for the NO simulations with the selections.

4.5 Numerical Simulations

With the aim of numerically studying the solid fuel combustion, the formation of nitrogen
oxides and other flow characteristics, a three-dimensional geometry of a drop tube has been used.
Drop tube experiments are universally used in pyrolysis investigations, as they offer fine control
over the operating conditions such as temperature, fuel and gas flow rates, but also reduce the
influence of more complex geometries on flow and combustion process.

The simulation parameters for the combustion experiment conducted in an electrically heated
drop tube are taken from the literature for coal experiments [193]. Figure 4.4 shows the boundary
sections for the drop tube, which is a model of a 1200 mm long reaction tube, with the diameter
being 38 mm. Wall temperatures are set to 1100 °C for the first 800 mm, and 900 mm and
300 mm for the subsequent 200 mm sections. The particle size distribution is provided by the
authors of the experiment, with the average particle size of 29 µm. The mesh consists out of
9600 cells, and the mesh dependency tests have already been performed during the combustion
model development [194].
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Table 4.3
Coal pyrolysis simulation inlet boundary conditions.

Tube diameter, mm Temperature, °C Velocity, m/s Mass flow, g/h

Coal
38

80
0.19

25
Air 25 -

The transient simulation mode has been employed, with the timestep of 2.5×10−4 s. The
MINMOD Relaxed differencing scheme was used for momentum, energy equations, and for
turbulence and scalar equations, the Upwind scheme was employed [73].

The inlet parameters for the solid fuel and air are given in Table 4.3, the turbulence modelling
is done by the standard k-ε model, and the radiative heat transfer and the influence of the particle
radiation are taken into account by applying the P-1 radiation model.

The validation of pulverised fuel combustion model was performed in previously published
research [195]. With the fuel injected from top of the tube, it is being heated by the surrounding
gas and walls, and the devolatilisation and pyrolysis processes commence. Additionally, the
char oxidation occurs in parallel with the particle burnout increasing along the tube length.

Simulation results are also shown in Fig. 4.5 for fluid flow and coal properties. Particle
temperature rises rapidly as it enters the domain, initiating evaporation and devolatilisation
processes. Extreme heating rates, characteristic for pulverised combustion systems, are consid-
erably higher than the ones achieved in experimental TG tests, indicating that some caution is
needed with the analysis of the results. The coal content represents the section of the particle
that is being converted to volatiles. It can be seen that it matches the temperature profile of
particles, and this exchange of mass is being used as an input for the source of volatiles in the
fuel NO module. Lastly, the particles’ char content is shown. It rises from the initial levels as
the devolatilisation occurs, but subsequently drops as the char oxidation commences, and leaves
ash as the main constituent of a particle.

The model for fuel NO that considers the partitioning of fuel nitrogen between the inter-
mediate species and between evolution pathways into account is applied in the presented case.
Parametric analysis with different values of partitioning factor α was performed to test the sen-
sitivity of the model. Factor α was defined as the ratio of NH3 pathway to the HCN pathway
and was varied between 0 and 1.0. In Fig. 4.6 it can be noticed that the change of concentrations
along the drop tube height changes in the expected manner, increasing and decreasing as their
relative importance changes. In Fig. 4.6a, the HCN concentrations fall with the increase of α ,
and in Fig. 4.6b the opposite is true. The important thing to notice is the concentrations of
individual species, where HCN rises up to several hundred parts per million, while NH3 concen-
trations are quite lower. While this can be substantiated by the literature sources that highlight
the importance of HCN in pulverised combustion of bituminous coals [196], simulated NH3
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a) b) c)

Figure 4.5: Temperatures (a) and particle composition (b) content of volatiles in coal; c) char
content)) in drop tube simulations.

(a) HCN concentrations. (b) NH3 concentrations.

Figure 4.6: Intermediate species’ concentrations depending on the partitioning factor used.
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levels are quite low. This indicates that the HCN pathway and the reaction rates under present
conditions contribute to the overall NO concentrations significantly more than the NH3 pathway.

Next, the partitioning factor and the division between the char and volatiles obtained by the
experimental investigation (Table 4.1) were used. For the simulated drop tube case, the resulting
concentrations of NO and intermediate chemical species in fuel nitrogen pathway are shown.
Firstly, in Fig. 4.7, the NO concentrations reach the levels of approximately 500 ppm as the
solid fuel particles travel down the tube and react with the gas phase. The HCN concentrations
are roughly at the same levels, which is expected, and NH3 concentration is significantly lower.
Additionally, these low concentrations further justify the approach for decoupling the pollutant
formation model.

Routing of the production pathways has been previously reported in the literature [187], but
an arbitrary partitioning factor was used for all simulations, without experimental determination
and without the separation based on the choice between volatile or char pathway.

It can be seen in Fig. 4.7 that the NO concentration contour largely corresponds to the shape
of HCN distribution. This is in agreement with the previous results from the parametric analysis.
It can also be seen that the NH3 concentration is higher at the drop tube entrance, as the particles
devolatilise, but in absolute terms this is quite smaller than the HCN. On the other hand, the
HCN evolution is stronger as the char oxidation occurs further down the tube. This is expected,
as the char pathway is more pronounced, with 84% of HCN evolving this way Table 4.1.

Finally, Fig. 4.8 compares the NO concentrations along tube axis with the experimentally
obtained concentrations reported by Wang et al. [193]. The partitioning factor used for simula-
tions corresponded to values in Table 4.1 derived by the previously-described procedure. The
experimental points for the sieved coal sampled reach the values of approximately 450 ppm
after the introduction in drop tube, and remain level at the end of the tube. On the other hand,
the simulated concentrations do reach concentrations comparable to the experimental ones, but
the dynamic is somewhat slower. The discrepancy at the initial section of the tube indicates
slower-than-expected conversion by the volatile pathway. This behaviour is in agreement with
previous figures and graphs, and points out the direction of further model development.

The results obtained by applying the presented model on simulated case showed that the
final levels of NO concentrations are replicated, and that the stationary state at the tube bottom
is matched. After the conversion processes between intermediate chemical species shortly after
initial devolatilisation and intense char oxidation diminish, the overall NO concentrations are
stabilised and towards the end of the tube nearly constant concentrations are measured. The
simulated results show discrepancy in the dynamics at the initial part of the drop tube, but the
final levels are similarly matched, with 5.89% relative error after the conversion sources are
depleted and stationary state is achieved.
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a) b) c)

Figure 4.7: Pollutant mole fractions.
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Figure 4.8: NO concentration profile along the drop tube axis.

4.6 Conclusion

In present chapter, combustion processes and formation of nitrogen-containing pollutants
from solid fuels were investigated by numerically simulating the drop tube—a standard test case
for evaluating the solid fuel properties and system operation. The AVL FIRETM was used for
simulating the three-dimensional geometry, temperature and turbulent flow fields, concentrations
of the reactants, products and pollutants, as well as two-phase flow of solid fuel particles within
the gas phase. Solid fuel reactions such as drying, devolatilization, gaseous species generation
and char burnout are considered as well by the pulverised fuel combustion model.

A simplified numerical model for nitrogen oxides’ formation in solid fuel combustion sys-
tems has been used, with thermal and fuel NO mechanisms and the effect of the temperature
fluctuations taken into account. Furthermore, the fuel nitrogen partitioning between intermediate
chemical species, and between evolution through char or volatiles has also been included in the
model by a partitioning factor α . Additionally, to obtain detailed characteristics specific for the
fuel used, an experimental analysis of bituminous coal has been performed on a TG-MS system.
The devised approach for spectrometry data analysis provided the information on fuel nitrogen
partitioning required for the numerical simulations.

The simulation results were presented and analysed, indicating model’s potential, but also
pointing to the unrefined sections of the model as well. Parametric analysis showed that the
partitioning factor influences the results as expected, but the comparison between intermediate
species’ pathways displayed HCN having significantly greater impact than NH3. The discrep-
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ancies at the top of the tube indicate that the formation mechanism is not fully tuned and that
tests on additional cases and fuel types are needed. Possible culprit for the weaker NH3 influ-
ence might be found in differences in heating rates during the experimental investigation on
TG-MS and the real drop tube. However, the need for additional modifications of the model is
a more likely issue. Therefore, further development of the model is necessary, with additional
simulations and the validation on a case with data on intermediate species concentrations.

The pollutant formation model, along with the procedure for determining fuel nitrogen parti-
tioning, presents an integrated approach suitable for accurate modelling of pulverised combustion
systems.

128



Chapter 5

Conclusions and Future Work

5.1 Conclusions

The work presented in this thesis focuses on both the formation and the removal side of
pollutant modelling in combustion systems. The implemented models present an improvement
compared to the currently used approaches, as they include additional physical or chemical
processes into account when simulating the real systems.

The main section of this work revolved around modelling the absorption of SO2 in spray
scrubbers. First step towards the comprehensive model was the implementation of equilibrium
chemical models that essentially indicate the potential for absorption in a liquid. This was done
for both pure water and seawater, with the description of chemical systems and relevant chemical
species. The second major part of absorption modelling was the implementation of mass transfer
between the phases. This is a complex topic due to large number of parameters influencing the
transfer dynamics, and the analysed approaches were investigated and compared to available
experimental data. Therefore, the model was in the end based on the Euler-Lagrangian approach
for multiphase modelling, with DDM approach describing spray droplets. On a droplet level,
concentrated parameter approach was utilised, and two different chemical models—for pure and
for seawater—were implemented and validated. The two film theory is the basis of mass transfer
modelling, with the penetration theory describing the dominating liquid side mass transfer
coefficient.

These models were implemented and validated on simplified experimental cases with low
influence of wall film, showing great agreement with literature data both for seawater and pure
water absorption. Due to the fact that comparison with a case based on real industrial conditions
showed greater discrepancy due to significant effect of wall film, the absorption model in wetted
walls was also developed.

This model is based on analogous principles as the spray absorption, but differs in the
approach for mass transfer calculation. As the hydrodynamic principles are different for liquid
films on a wall compared to the droplet, the chosen approach was based on Sherwood number
correlations in function of Reynolds number and other flow parameters. By application of
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the model on a case with high liquid-to-gas ratio and influence of wall film, more accurate
results were achieved, especially at high removal efficiencies above 90%. Good agreement
with literature data in validation procedure implies that the model can be used in research and
investigation of new desulfurisation technologies and designs.

The second major part of the thesis revolves around nitrogen oxides formation modelling
in pulverised combustion systems. Although the conventional fossil fuel utilisation is quickly
falling out of favour, the requirements for environmental impact reduction of a large number
of currently installed fossil fuel-powered plants might lead to the use of pollutant formation
models. The commonly used thermal and fuel nitrogen models were implemented in the Euler-
Lagrangian framework of a computational fluid dynamics software. Then, the modification
of the fuel NO mechanism was implemented, in order to account for the different influences
of formation pathways and intermediate species on final NO production. After setting the
framework that would allow weighted partitioning parameters for HCN or NH3 intermediate
species, or for defining the ratio between the formation pathway through the volatiles or char,
the experimental investigation was performed.

The contribution of this work can be seen in the method for experimentally determining
the fuel nitrogen partitioning in intermediate species by using the coupled TG - MS system,
and later application of that data in numerical simulations for achieving better results. This
method for the analysis of spectrometry data allows for the conversion between the qualitative
MS results and quantification of different intermediate species and pathways. Data obtained
for a bituminous coal sample showed comparable concentrations of HCN and NH3 evolving
during the coal heating process, but the HCN production pathway was strongly shifted towards
the generation from char.

The obtained partitioning ratio was used in drop tube simulations and the parametric analysis
was performed on the influence of different pathways. The simulation results indicated that the
HCN dominated over the NH3 pathway, which contributed weakly to the overall NO production.
Finally, when compared to the experimental results, the model quite accurately predicted the
final NO concentrations at the end of the tube, with more pronounced discrepancy at the initial
parts.

Overall, the work presented here and validated against experimental measurements cor-
responding to industrial conditions proves the research hypothesis that the new and upgraded
mathematical models will enable accurate and efficient calculation of complex physico-chemical
processes of nitrogen oxides production during solid fuel combustion and of sulfur dioxide re-
moval from flue gases by seawater absorption in spray droplets and wall film.
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5.2 Proposals for Future Work

5.2.1 Future Work on Sulfur Dioxide Absorption Model

Although the intention during the model development was to include all relevant processes,
assumptions were still made to reduce the model’s complexity and numerical intensity. For
example, SO2 desorption was neglected during the model development, and it is conceivable
that in some cases and applications it could be important. Additionally, the CO2 chemistry in
seawater could have an impact on the equilibrium concentrations in flue gases, so its inclusion
might be beneficial.

For wall film, the mass transfer modelling could be improved upon by the addition of gas side
mass transfer coefficient calculation, as well as by better handling of the unphysical behaviour
in sump at the bottom of scrubbers. Additional topic that might be of interest is modelling of
the acidification of sea when discarding the effluent water in maritime applications.

5.2.2 Future Work on Nitrogen Oxides Formation Model

Regarding the NO formation modelling from solid fuel combustion systems, one of the
planned activities would be the expansion of the model and the fuel nitrogen partitioning charac-
terisation to biomass and other fuel types. Some experimental work has already been done, but
obtaining appropriate experimental data for drop tube-like test cases still needs to be performed.
The inclusion of biomass could prove interesting considering the possibilities for co-burning
and the potential for CO emissions reduction.

Additionally, it would be beneficial to validate the model results against the experimental
case that provides data on evolution of individual intermediate species. This could further
indicate whether the pathway selection approach is suitable for modelling pollutant formation
from solid fuel combustion systems.

Finally, the idea is to expand the model from the current applications on test cases to full
industrial combustion systems, and great burners with real operating conditions. This would
ultimately prove the that the approach is suitable for real-life use and beneficial in engineering
applications for reduction of pollutant emissions.
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