Coulomb-promoted spintromechanics in magnetic shuttle devices
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Exchange forces on the movable dot (“shuttle”) in a magnetic shuttle device depend on the parity of the number of shuttling electrons. The performance of such a device can therefore be tuned by changing the strength $U$ of Coulomb correlations to block or unblock parity fluctuations. We show that by increasing $U$ the spintromechanics of the device crosses over, at $U = U_c(T)$, from a mechanically stable regime to a regime of spin-induced shuttle instabilities (neglecting electric forces). This is due to enhanced spin-dependent mechanical forces as parity fluctuations are reduced by a Coulomb blockade of tunneling and demonstrates that single-electron manipulation of single-spin controlled nanomechanics is possible.
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I. INTRODUCTION

Single electronics [1] and spintronics [2] are mesoscopic research areas related to two fundamental properties of electrons: their charge and their spin. Strong Coulomb correlations and quantum coherent electron spin dynamics in nanometer-size conductors make them candidates for future device applications. In this context it is interesting to explore the interplay between spin and charge degrees of freedom on the nanometer length scale.

Tunneling injection of electrons into a nanoconductor is an obvious way to control the amount of both charge and spin accumulated in a nanometer scale spatial domain. However, in contrast to the amount of electric charge the amount of electron spin that can be accumulated by this process is limited. This is because while electrons with different spin projections can be injected into the conductor, the net spin accumulated depends—assuming a spin-degenerate electronic spectrum—on the parity of the number of injected electrons. The net accumulated spin, at equilibrium, is at most equal to a single electron spin and this occurs only for an odd number of injected electrons. Quantum fluctuations of the electron number destroy all effects originating from parity, thus prohibiting the tunneling accumulation of a finite average amount of spin. By suppressing these parity fluctuations the Coulomb blockade phenomenon enhances the probability for a finite spin to be accumulated. This opens an intriguing possibility to use the interplay between single-electronic and spintronic properties for designing the functionality of nanodevices.

Spintromechanics [3] relies on a coupling between mechanical degrees of freedom and the electron spin in magnetic nanoelectromechanical (NEM) devices [4,5] (see, e.g., reviews Refs. [6,7]). The coupling is due to the magnetic exchange interaction between spins accumulated in the movable part of the NEM device (a metal grain or molecule here called a “dot”) and the magnetization in the leads. This makes spintromechanical phenomena an important tool for probing the spin accumulated in a nanoconductor. One can therefore expect a prominent role for Coulomb correlations in the spintromechanical performance of magnetic NEM devices.

Below we consider the interplay between spintromechanical and single-electron performances of a magnetic NEM system, taking the magnetic shuttle device (see, e.g., Refs. [8,9]) as an example. We demonstrate that a dramatic change of the mechanical behavior of the shuttle device can be induced by using a gate to increase the electron-number (parity) fluctuations in the dot, corresponding to a lifting of the Coulomb blockade of tunneling. As a consequence of the related increase of the fluctuations of the spin-dependent mechanical force on the dot the shuttle instability of the magnetic NEM device, predicted to occur in the absence of parity fluctuations in Ref. [10], is suppressed.

A typical magnetic shuttle device comprises two magnetic metallic electrodes, which form a standard tunnel junction, while a movable small conductor (dot) is trapped (e.g., by van der Waals forces) in the tunneling region of the device. By biasing the device by a voltage difference or a temperature gradient, a flow of electrons is induced between the magnetic electrodes with the possibility for extra electrons to be resident in the dot. In a steady state, the electric charge and net electron spin accumulated in the dot interact with the electric field (caused by the bias voltage) and with the magnetic (exchange) forces (caused by the interaction of the quantum dot spin with the magnetizations of the leads). This is how a coupling between mechanical vibrations and electron tunneling through the device is induced (see Appendix A). In this paper, we neglect electric forces compared to exchange ones, which is justified for low bias voltages (see Appendix B).
where $T$ and mechanical shuttle vibrations. With a partial Coulomb blockade double occupation of the shuttle occurs with probability $\exp(-U^*/T)$, where $T$ is the temperature, leading to electron parity fluctuations, which are detrimental to the energy pumping mechanism.

II. MODEL SYSTEM AND ANALYTICAL RESULTS

We model the quantum dot by a single spin-degenerate electron level and assume that the leads are fully spin-polarized half-metals with antiparallel magnetizations. In Fig. 1 different tunneling and spin-flip events, which modify the electronic population in the dot, are specified. Tunneling events, leading to a singly and a doubly occupied dot, are discriminated by the extra Coulomb energy cost $U$ for the dot to be doubly occupied. If the energy of the singly occupied dot is $\epsilon_0$, then the activation energy $U^*$ required for a second electron to tunnel to the dot is

$$U^* = U + \epsilon_0 - \mu_L,$$

where $\mu_L$ is the chemical potential in the left lead.

Let us first consider the limit of strong Coulomb correlations ($U \to \infty$), in which case double occupation of the dot is prohibited. Then, we note that an important requirement for the proper operation of a magnetic shuttle device is that an external magnetic field is applied perpendicular to the magnetizations of the leads. (Note that for antiparallel leads magnetization the net exchange magnetic field in the center of the gap is zero and therefore the field acting on the dot is small for small dot displacements.) This external magnetic field makes it possible for a spin-up electron injected into the dot from the source electrode, to flip its spin, as indicated in Fig. 1. The resulting change of spin orientation enables the exchange force to push the dot away from the source towards the drain electrode, into which the extra electron tunnels, thus causing the empty dot to move back to the source electrode. This is the mechanism by which an electron flow through the device can generate mechanical oscillations and, under certain conditions, the spin-induced shuttle instability predicted in Ref. [10] (where it was assumed that no more than one electron occupies the dot at any time).

Next we explore the consequences of our ability to vary the effect of the Coulomb correlations by increasing the temperature or by gating the device. To that end we consider strong Coulomb blockade regime, $U^* \gg T$, where $T$ is the temperature, in which case there is a small probability for a spin-up second electron to tunnel into the dot already occupied by a spin-down electron. Three electronic configurations on the dot are now possible. Two of them, the dot singly occupied by a spin-up electron—prevented to tunnel into the drain since it has only spin-down states—and the dot doubly occupied by one spin-up and one spin-down electron, are “mechanically inactive” in the sense that no net work is done during one oscillation period against the exchange force. Only the third configuration, the dot singly occupied by a spin-down electron, is mechanically active, which enables energy, accumulated by electrons, to be transferred into mechanical vibration energy.

The functionality of the magnetic shuttle device is determined by the coupling of three different degrees of freedom. Those are related to: (i) the spatial tunneling motion of electrons between the leads via the quantum dot, (ii) the rigid mechanical motion of the movable dot, which affects electron tunneling probabilities, and (iii) the electron spin dynamics, which influences the mechanical motion of the dot through the exchange force, acting on the quantum dot.

Referring to Fig. 1, the classical nanomechanics of the shuttle vibrations can be described by Newton’s equation for the oscillator with a spin- and displacement-dependent “external” exchange force [11],

$$m \ddot{x} + m \omega^2 x = -\frac{\alpha}{2} [\rho_1(x(t)) - \rho_1(x(t))].$$

Here the coefficient $\alpha$ is the magnitude of the exchange force per unit spin experienced by a shuttle, situated in the middle of the gap ($x = 0$) between the oppositely magnetized leads, where the exchange energy $\mathcal{J}(x) = J_L(x) - J_R(x) \simeq -\alpha x$ [we consider a magnetically symmetric contact, $J_L(0) = J_R(0) = \mathcal{J}$; $J$ is the strength of exchange interaction, $m$ is the mass of the dot, and $\omega$ is the angular frequency of the mechanical vibrations of the dot].

The exchange force on the right-hand side of Eq. (2) is proportional to the displacement-dependent amount of spin accumulated in the dot, which depends on the difference between the probabilities $\rho_{1\uparrow}(x(t))$ for the dot to be singly occupied by a spin-up (-down) electron. These probabilities are solutions to a complex kinetic problem for the quantum evolution of the electron density operator $\hat{\rho}$, describing the interplay between mechanical vibrations, coherent spin dynamics in the exchange and external magnetic fields and incoherent tunneling of electrons (see Appendix A).

The corresponding equations can be derived to lowest order in the tunneling probabilities by following the procedure used in Ref. 11. In this approach electrons in the leads are described by equilibrium distribution functions and therefore all electronic degrees of freedom in the leads are easily averaged out. The electron distribution in the dot is described using the Fock representation. In this representation, four eigenstates, corresponding to the empty dot, $|0\rangle$, to the dot,
singly occupied by a spin-up (down) electron, |↑⟩ (|↓⟩), and to the doubly occupied dot, |2⟩, form a complete Hilbert space for the single-level quantum dot. The matrix elements of the density operator form a 6-vector with components: \( \rho_0 \equiv (0|\rho_0|0) \), \( \rho_1 \equiv (|1\rangle \langle \uparrow|\rho_1|1\rangle \), \( \rho_1 \equiv (|1\rangle \langle \downarrow|\rho_1|1\rangle \), \( \rho_{11} = \rho_{\uparrow\downarrow} \equiv (|\uparrow\rangle \langle \downarrow|\rho_{\uparrow\downarrow}|\uparrow\rangle \), \( \rho_2 \equiv (2|\rho_2|2) \). Here \( \rho_0 \) (\( \rho_2 \)) is the probability for the dot to be empty (doubly occupied), while the other matrix elements correspond to a singly occupied dot (including the nondiagonal components \( \rho_{1\uparrow}, \rho_{1\downarrow} \)). The number of independent variables can be reduced by one using the normalization condition \( \rho_0 + \rho_1 + \rho_1 + \rho_2 = 1 \). All matrix elements experience two types of dynamical evolution: (i) electron tunneling events, described by classical “collision” integrals, and (ii) quantum coherent spin evolution in response to the exchange field and to the external magnetic field \( H \).

In order to study the mechanical motion of the quantum dot, we are interested in the dynamics of the “spin active” linear combination of distribution functions, \( \rho_1 - \rho_1 \). It is easy to show that the symmetric spin-neutral quantities \( R_0 = \rho_0 + \rho_2 \) and \( \rho_1 + \rho_1 = 1 - R_0 \) are decoupled from the equations for the four other linear combinations: \( R_1 = \rho_0 - \rho_2, \ R_2 = \rho_1 - \rho_1, \ R_3 = -i(\rho_{1\uparrow} - \rho_{1\downarrow}), \) and \( R_4 = \rho_{1\uparrow} + \rho_{1\downarrow} \). It follows that the set of equations, describing tunneling and spin evolution of the density operator, can be written in the compact form (A24)

\[
\frac{d{\mathbf{R}}}{dt} = (\mathbf{A}_r + \mathbf{A}_H + \mathbf{A}_J)\mathbf{R} + \mathbf{B}.
\]

Here the matrices \( \mathbf{A}_{r,H,J} \), which describe the dynamics, caused by tunneling (\( \mathbf{A}_r \)), spin evolution in the external magnetic field (\( \mathbf{A}_H \)), and spin evolution due to the exchange interaction (\( \mathbf{A}_J \)), and the “source term” \( \mathbf{B} \) are defined by Eqs. (A25)–(A31).

Equations (2) and (A24) form a closed set of equations, describing the spintromechanics of the magnetic shuttle device. Being nonlinear, they can in a general case only be solved numerically. Whether a nanomechanical instability can be triggered by injecting an electron current into the device is the most important question to address. The answer can be obtained by linearizing Eqs. (2) and (A24) with respect to small mechanical dot displacements and by finding the condition for the exponential growth (in time) of their amplitude. Having in mind the above qualitative analysis, one expects that the criterion for a mechanical instability crucially depends on the strength of the Coulomb charging energy \( U \).

In the Coulomb blockade regime, \( U^* \gg T \), the existence of a shuttle instability for such a system was predicted in Ref. [11].

The solution of the linearized Eqs. (2) and (A24) can also be found in the opposite limit of noninteracting electrons, \( U = 0 \), for the case of a symmetric junction \( \Gamma_L = \Gamma_R \equiv \Gamma \) (\( \Gamma_{L,R} \) are partial dot tunneling widths). In this case we have shown (see Appendix A) that the exchange interaction, caused by the electron spin, results in a positive imaginary part of the renormalized angular frequency \( \Omega \) of the mechanical vibrations. This corresponds to an exponential time decay of the amplitude of mechanical vibrations \( |x(t)| \sim \exp(-\Omega t/2) \). Striaghtforward calculations (see Appendix A) yield for the rate of change \( r \) of the amplitude of the nanomechanical vibrations at \( U = 0 \)

\[
r = -\text{Im} \Omega(h) = -\frac{\alpha^2}{16m} \sum_{j=L,R} f_j(e_0-h) - f_j(e_0+h) \]

\[
\times \frac{\Gamma(\omega^2 + \omega^2 + 4h^2)}{(\Gamma^2 - \omega^2 + 4h^2)^2 + 4\omega^2\Gamma^2}.
\]

Here \( h = 1, h = g\mu_B H / 2 \) is the external magnetic field in energy units (\( \mu_B \) is the Bohr magneton, \( g \) is the gyromagnetic ratio). The negative value of the rate is evident from the monotonically decreasing Fermi distribution function, \( f_j(e) = 1/[\exp((e - \mu_j)/T_j) + 1] \), determined by chemical potentials \( \mu_j \) and temperatures \( T_j \) in the leads \( j = L, R \). In the numerical analysis below we assume that the temperatures in the leads are the same, \( T_L = T_R = T \), and in the unbiased device \( \mu_L = \mu_R = \epsilon_F \).

The result, presented in Eq. (4), suggests that a crucial change in spintromechanical performance occurs when Coulomb correlations are tuned. While increasing \( U \) from zero, one stimulates a performance, which eventually results in the occurrence of a nanomechanical instability at a certain critical value of \( U = U_* \).

The temperature-dependent crossover from a mechanically stable regime, where spontaneous dot fluctuations are damped out, to a shuttling regime, where they are amplified, occurs at \( U^* \) when the ratio of double to single spin-down occupations reaches a critical value \( \rho_2/\rho_1 \). The critical value \( U_* \) and \( \rho_1 \) are related by a simple steady state relation \( \Gamma_L \exp(-U^*/T_l) = \Gamma_R \rho_1 \) (here we neglect electron backflow and we omit all terms proportional to small magnetic field). It follows that the value of the critical activation energy is given by the approximate formula

\[
U_* \simeq T \ln \left( \frac{\Gamma_L}{n_L\Gamma_R} \right),
\]

corresponding to a linear dependence of the critical Coulomb energy on temperature and a slight (logarithmic) decrease of the slope with an increase of the “asymmetry parameter” \( \gamma = \Gamma_R/\Gamma_L \) of the shuttle device.

### III. NUMERICAL RESULTS AND DISCUSSION

In order to analyze shuttle vibrations in the steady state, eventually reached after a shuttle instability, linearizing the problem with respect to dot displacements is not an adequate approach. Instead, one has to deal with the full nonlinear and nonlocal in time spintromechanical problem at hand numerically. In Fig. 2 we present results of numerical solutions to the coupled equations for the time development of the density matrix components and of the mechanical oscillations of the dot, which are valid for arbitrary (not only small) dot displacements. In this case Eq. (2) has to be generalized by replacing the spintromechanical exchange force \( \alpha = (2J/l) \) by a coordinate-dependent force, \( \alpha \to (2J/l) \cosh(x(t)/l) \); \( l \) is the decay length of the exchange interaction, and we consider a magnetically symmetric junction (see Appendix A).

Results of numerical simulations of the nonlinear and nonlocal temporal dynamics of the mechanical vibrations are presented in Fig. 2(a). One can readily see that, depending on how the Coulomb correlation energy \( U \) is related to a critical
value \( U_c \), spontaneous small-amplitude vibrations are either damped out \((U < U_c\), left panel\), maintained at a constant amplitude \((U = U_c\), middle panel\), or amplified until they reach some steady-state amplitude \(a_0 \) \((U > U_c\), right panel\).

It is remarkable that in the event of electron shuttling [as illustrated in the right panel of Fig. 2(a)] the mechanical vibration amplitude saturates even though no phenomenological friction term is included in Eq. (2). The physical explanation of this “self-saturation” effect is based on the fact that the electron shuttling phenomenon relies on retardation effects in the mechanical subsystem. These effects disappear in the limit of oscillation amplitudes that are large enough for the dot to come so close to the source and drain electrodes that the tunneling rate of charge relaxation becomes higher than the mechanical oscillation frequency. Such a “self-saturation” effect was earlier predicted to occur at zero temperature in electric [12] and magnetic [10] shuttles.

![FIG. 2. Characteristics of the mechanical dot vibrations as determined by Eqs. (2) and (A24) for the NEM device sketched in Fig. 1: (a) The envelope of the dot vibrations (in units of the tunneling length \( \lambda \)) as a function of time \( t \) (in units of \( h/\Gamma_N \), where \( \Gamma_N = \Gamma_{LR}/(\Gamma_L + \Gamma_R) \) is the width of the energy level on the dot, \( \Gamma_{LR} \) being partial widths due to tunneling to the left and right electrodes) plotted for three different values of the Coulomb blockade energy \( U \) at \( T = 5\Gamma_N \) and \( eV = 100\Gamma_N \). For small values of \( U \) spontaneous vibrations are damped out (left panel), while for large \( U \) they are amplified and develop into sustained finite-amplitude vibrations (right panel). A crossover between the two regimes occurs at \( U = U_c \), when the vibration amplitude stays constant over time (middle panel). (b) Temperature dependence of the critical value of the Coulomb blockade energy \( U_c(T) \) for \( eV = 10\Gamma_N \) and symmetric tunnel junction \( \gamma = 1 \) (left panel), for \( eV = 100\Gamma_N \) and different values of the asymmetry parameter \( \gamma = \Gamma_R/\Gamma_L \) (right panel). The results were obtained for the following parameters: vibration frequency \( \omega = 1 \Gamma_N/h \), external magnetic field \( H = 0.5\Gamma_N/\mu_B \), magnetic exchange energy \( J = 1.5\Gamma_N \), dot level detuning energy \( (\mu_L - \mu_F) = 2\Gamma_N \), and the electromechanical coupling constant \( \kappa = k^2\lambda/(\mu_I\lambda)^2 \) = 0.09, where \( \lambda \) is the coefficient multiplying r.h.s of Eq. (2) written in terms of dimensionless variables \( r \) and \( t \). Such a value of \( \kappa \) is in reasonable agreement with characteristic masses of macromolecules.

In Fig. 2(b) (left panel) we show the temperature dependence of \( U_c \) for a symmetric tunnel junction, \( \gamma \equiv \Gamma_R/\Gamma_L = 1 \), and for \( eV = 10\Gamma_N \), i.e., for the case when one can reasonably neglect the electric force. In Appendix B, we have shown that for \( F_d < F_m \) (\( F_d \) and \( F_m \) are the electric and magnetic forces, respectively) the amplitude of an electric shuttle is smaller than the amplitude of a magnetic shuttle by a factor of \( \sqrt{F_m/F_d} \). In Fig. 2(b) (right panel) we present the numerically obtained temperature dependence of \( U_c \) for different asymmetry parameters \( \gamma \) and \( eV = 100\Gamma_N \) as an illustration of instabilities driven purely by the magnetic force. The slope of the curve decreases with an increase of \( \gamma \). This result agrees with what we anticipated from Eq. (5). It is clearly seen from the figure that the linear temperature dependence of \( U_c \), which is expected from the qualitative analysis, see Eqs. (5) and (1), holds rather accurately in the temperature range \( 25 < T/\Gamma_N < 45 \). At higher temperatures the deviation from linearity becomes more pronounced due to a strong suppression of electron shuttling caused by electron parity fluctuations. An obvious reason for that is temperature stimulated population [ignored in Eq. (5)] of electronic states in the drain (right) electrode. This impedes electron tunneling to the drain lead thus suppressing the electric current through the device and diminishing the power supply to the mechanical vibrations. Such a blocking effect can be removed in an asymmetrically biased device when \( (\mu_F - \mu_R) > T \), \( (\mu_L - \mu_F) < T \) \((\text{in a device with zero temperature in the right lead})\). However, in this case a strong electric field promotes electric shuttling, and therefore, as we here focus on magnetic shuttling, we do not consider asymmetrically biased devices in detail here. Nonetheless, we present the \( U_c(T) \) dependence for an asymmetrically biased device in Appendix B, see Fig. 3, in order to illustrate the linear dependence predicted in Eq. (5).

**FIG. 3. Temperature dependence of the critical value of the Coulomb blockade energy \( U_c(T) \) for a device with a strongly biased drain electrode \( \varepsilon_F - \mu_R \gg T \), for \( \mu_L - \varepsilon_F = 50\Gamma_N \) and different values of the asymmetry parameter \( \gamma \). Other parameters are the same as in Fig. 2(b).**

**IV. SUMMARY**

In conclusion, we have shown that Coulomb correlations play an important role for the nanomechanical properties of...
a magnetic shuttle device due to their ability to trigger a spintromechanical shuttle instability. Such an instability occurs when the Coulomb blockade charging energy exceeds a critical value, which depends on temperature and the strength of the enabling external magnetic field. The effect opens a possibility for single-electronic manipulation of spintromechanical performance.
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APPENDIX A: HAMILTONIAN, EQUATIONS FOR MATRIX ELEMENTS OF THE DOT DENSITY OPERATOR, AND THE CASE OF NONINTERACTING ELECTRONS

The Hamiltonian of our spintromechanical system (see Fig. 1) consists of three terms

$$\hat{H} = \hat{H}_t + \hat{H}_d + \hat{H}_m,$$

(A1)

where $\hat{H}_t$ describes noninteracting spin-polarized electrons in the leads (we assume that the leads are fully spin-polarized half-metals with antiparallel magnetizations)

$$\hat{H}_t = \sum_{k,j} \varepsilon_{k,j} a_{k,j}^\dagger a_{k,j}, \quad j = L, R = \uparrow, \downarrow.$$  

(A2)

Here $a_{k,j}^\dagger$ ($a_{k,j}$) is the creation (annihilation) operator for an electron with momentum $k$ in lead $j$. We model the quantum dot by a single spin-degenerate electron level. The Hamiltonian of the quantum dot (QD) reads

$$\hat{H}_d = \sum_\sigma \varepsilon_\sigma c_\sigma^\dagger c_\sigma - \hbar (c_\uparrow^\dagger c_\uparrow + c_\downarrow^\dagger c_\downarrow) + U c_\uparrow^\dagger c^\dagger_\uparrow c_\uparrow + \hat{H}_m, $$  

(A3)

$$\hat{H}_m = \frac{p^2}{2m} + \frac{m \omega^2}{2} x^2,$$

(A4)

where $\varepsilon_\sigma = \varepsilon_0 - (\sigma/2)\mu_B H$ is the spin- (\sigma = \uparrow, \downarrow) and position-dependent energy of the quantum dot spin-split levels ($\varepsilon_0$ is the level energy, $J(x) = J_L(x) - J_R(x)$ is the coordinate-dependent magnetic exchange energy per unit QD spin between the QD and the leads); $c_\sigma^\dagger$ ($c_\sigma$) is the creation (annihilation) operator for electron with spin projection $\sigma = \uparrow, \downarrow$ in the dot; $\hbar \equiv g \mu_B H/2$ and $H$ is the external magnetic field, which is perpendicular to the plane of magnetization in the leads (g is the gyromagnetic ratio, $\mu_B$ is the Bohr magneton), $U$ is the electron-electron repulsion energy. Vibrations of the dot are described by the Hamiltonian $\hat{H}_m$ of a harmonic oscillator. In what follows we will treat $x$ and $p$ as classical variables.

In Eqs. (A1)–(A3) and in the analysis below we neglect the voltage-dependent electric force on the dot in comparison with the magnetic exchange force. This is a good approximation if the electric field $E$ acting on the shuttle is sufficiently weak. If $E$ is increased there is at some point a transition from the regime of spintromechanical shuttling discussed here to electromechanical shuttling for which the parity effect is obviously irrelevant. A description of this transition is beyond the scope of the present paper.

The tunneling of electrons between lead $j = L, R = \pm$ and a movable QD is described by a tunneling Hamiltonian with coordinate-dependent tunneling amplitude $t_j(x) = t_j \exp(j x/\lambda)$, $\lambda$ is the characteristic tunneling length,

$$\hat{H}_t = t_L(x) \sum_k c_{k,L}^\dagger a_{k,L} + t_R(x) \sum_k c_{k,R}^\dagger a_{k,R} + \text{H.c.}$$  

(A5)

We solve the problem of mechanical instability in our NEM system by using the density operator method. The density operator obeys the von Neumann equation ($\hat{\rho} = 1$)

$$i \hbar \frac{d}{dt} \hat{\rho}(t) = [\hat{H}, \hat{\rho}(t)].$$  

(A6)

In what follows we consider the regime of sequential electron tunneling in the NEM transistor ($\max[T, \mu_L - \mu_R] \gg \Gamma$, where $\Gamma$ is the width of the electron energy level in the dot, $T$ is the temperature, $\mu_L, \mu_R$ are the chemical potentials in the leads). Then the total density operator is factorized, $\hat{\rho}(t) \approx \hat{\rho}_d(t) \otimes \hat{\rho}_t$, where $\hat{\rho}_d(t)$ is the QD density operator and $\hat{\rho}_t$ is the equilibrium density matrix of the leads. By tracing out the leads’ degrees of freedom it is straightforward to derive a set of equations for the matrix elements of $\hat{\rho}_t$ in the Fock space of a single level QD: $\rho_0 = \langle 0 | \hat{\rho}_t | 0 \rangle$, $\rho_\uparrow = \langle \uparrow | \hat{\rho}_t | \uparrow \rangle$, $\rho_\downarrow = \langle \downarrow | \hat{\rho}_t | \downarrow \rangle$, $\rho_{\uparrow \downarrow} = \langle \uparrow | \hat{\rho}_t | \downarrow \rangle = \rho_{\downarrow \uparrow}^\ast$, $\rho_{\uparrow \uparrow} = (2 | \rho_\uparrow \rangle \langle \rho_\uparrow |)$.

One finds that

$$|\rho_\downarrow\rangle = \hat{A}_\rho |\rho_\downarrow\rangle,$$

(A7)

where the $6 \times 6$ matrix $\hat{A}_\rho$ has the form

$$\hat{A}_\rho = \begin{pmatrix}
A_{11} & A_{12} & A_{13} & A_{14} & A_{14}^\ast & 0 \\
A_{21} & A_{22} & 0 & A_{24} & A_{24}^\ast & A_{26} \\
A_{31} & 0 & A_{33} & A_{34} & A_{34}^\ast & A_{36} \\
A_{41} & A_{42} & A_{43} & A_{44} & 0 & A_{46} \\
A_{41}^\ast & A_{42}^\ast & A_{43}^\ast & 0 & A_{44}^\ast & A_{46}^\ast \\
0 & A_{62} & A_{63} & A_{64} & A_{64}^\ast & A_{66}
\end{pmatrix},$$

(A8)

with the following matrix elements $A_{ij}$:

\begin{align*}
A_{11} &= -\Gamma_L(x) f_L^\dagger - \Gamma_R(x) f_R^\dagger + \Upsilon_{1L}(x) + \Upsilon_{1R}(x), \quad A_{12} = \Gamma_L(x)(1 - f_L^\dagger) - \Upsilon_{1L}(x), \\
A_{13} &= \Gamma_R(x)(1 - f_R^\dagger) + \Upsilon_{1R}(x), \quad A_{14} = -\Upsilon_{2L}(x) - \Upsilon_{2R}(x), \\
A_{21} &= \Gamma_L(x) f_L^\dagger + \Upsilon_{1L}(x), \quad A_{22} = -\Gamma_L(x)(1 - f_L^\dagger) - \Gamma_R(x) f_R^\dagger + \Upsilon_{1L}(x) + \Upsilon_{1R}^\dagger, \\
A_{31} &= 0 & A_{32} &= 0 & A_{33} &= \Upsilon_{1L}(x) \quad A_{34} &= -\Gamma_L(x)(1 - f_L^\dagger) - \Upsilon_{1L}(x), \quad A_{35} &= 0 \\
A_{41} &= \Upsilon_{1L}(x) \quad A_{42} &= -\Gamma_L(x)(1 - f_L^\dagger) - \Upsilon_{1L}(x) \quad A_{43} &= 0 \\
A_{62} &= 0 & A_{63} &= 0 & A_{64} &= 0 \\
A_{65} &= 0 & A_{66} &= 0
\end{align*}
\[ A_{24} = -ih + \gamma_{2L}(x) + \gamma_{2R}^U(x), \quad A_{26} = \gamma_R(x)(1 - f_R^{U,+}) + \gamma_{1R}^U(x), \] (A12)
\[ A_{31} = \gamma_R(x)f_R^+ - \gamma_{1R}(x), \quad A_{33} = -\gamma_R(x)(1 - f_R^+) - \gamma_L(x)f_L^{U,+} - \gamma_{1L}^U(x) - \gamma_{1R}(x), \] (A13)
\[ A_{34} = ih + \gamma_{2R}(x) + \gamma_{2L}^U(x), \quad A_{36} = \gamma_L(x)(1 - f_L^{U,+}) - \gamma_{1L}^U(x), \] (A14)
\[ A_{41} = \gamma_{2L}(x) + \gamma_{2R}(x), \quad A_{42} = -ih + \gamma_{2L}(x) + \gamma_{2R}^U(x), \quad A_{43} = ih + \gamma_{2R}(x) + \gamma_{2L}^U(x), \] (A15)
\[ A_{44} = iJ(x) - \frac{1}{2} \gamma_L(x)(1 - f_L^+ + f_L^{U,+}) - \frac{1}{2} \gamma_R(x)(1 - f_R^+ + f_R^{U,+}) - \frac{1}{2} \gamma_{1L}(x) - \gamma_{1L}^U(x) - \gamma_{1R}(x) + \gamma_{1R}^U(x), \] (A16)
\[ A_{46} = \gamma_{2L}^U(x) + \gamma_{2R}^U(x), \quad A_{62} = \gamma_R(x)f_R^{U,+} - \gamma_{1R}^U(x), \quad A_{63} = \gamma_L(x)f_L^{U,+} + \gamma_{1L}^U(x), \quad A_{64} = -[\gamma_{2L}(x) + \gamma_{2R}^U(x)], \quad A_{66} = -\gamma_L(x)(1 - f_L^{U,+}) - \gamma_R(x)(1 - f_R^{U,+}) + \gamma_{1L}^U(x) - \gamma_{1R}^U(x). \] (A17)
\[ A_{68} = \gamma_{2L}^U(x) + \gamma_{2R}^U(x), \quad A_{86} = -\gamma_L(x)(1 - f_L^{U,+}) - \gamma_R(x)(1 - f_R^{U,+}) + \gamma_{1L}^U(x) - \gamma_{1R}^U(x). \] (A18)

In Eqs. (A9)–(A18) we introduced the following notations,

\[ \gamma_{1L/R}(x) = \frac{f_{L/R} J(x) \Gamma_{1L/R}(x)}{\sqrt{J^2(x) + 4h^2}}, \]
\[ \gamma_{1L/R}^U(x) = \frac{f_{L/R}^U J(x) \Gamma_{1L/R}(x)}{\sqrt{J^2(x) + 4h^2}}, \] (A19)
\[ \gamma_{2L/R}(x) = \frac{f_{L/R} \hbar \Gamma_{2L/R}(x)}{\sqrt{J^2(x) + 4h^2}}, \]
\[ \gamma_{2L/R}^U(x) = \frac{f_{L/R}^U \hbar \Gamma_{2L/R}(x)}{\sqrt{J^2(x) + 4h^2}}, \] (A20)

where \( \Gamma_{1L/R}(x) = 2\pi v t_{L/R}^2(x) \) [\( v \) is the density of states in the leads],

\[ 2f_{L/R}^\pm = f_{L/R}(E_-) \pm f_{L/R}(E_+), \]
\[ 2f_{L/R}^{U,\pm} = f_{L/R}(E_- + U) \pm f_{L/R}(E_+ + U). \] (A21)

\[ \hat{A}_T[x(t), U] = -\frac{1}{2} \begin{pmatrix} F_{+,-}^U(x, U) & -F_{-,-}^U(x, U) & 0 & 0 \\ -F_{-,+}^U(x, U) & F_{-,-}^U(x, U) & 0 & 0 \\ 0 & 0 & F_{+,-}^U(x, U) & 0 \\ 0 & 0 & 0 & F_{-,-}^U(x, U) \end{pmatrix}, \]
\[ \hat{A}_H[x(t), U] = \begin{pmatrix} 0 & 0 & 0 & -H_-(x, U) \\ 0 & 0 & 2h & H_-(x, U) \\ 0 & -2h & 0 & 0 \\ H_-(x, U) & H_-(x, U) & 0 & 0 \end{pmatrix}, \]
\[ \hat{A}_J[x(t), U] = \frac{1}{2} \begin{pmatrix} -J_-(x, U) & -J_+^+(x, U) & 0 & 0 \\ J_+^-(x, U) & J_-^+(x, U) & 0 & 0 \\ 0 & 0 & -J_-(x, U) & J(x) \\ 0 & 0 & -J(x) & J_-(x, U) \end{pmatrix}, \]
\[ |B[x(t), U]| = \frac{1}{2} \begin{pmatrix} F_{+,-}^U(x, U) - J_+^+(x, U) & -F_{-,-}^U(x, U) + J_-^+(x, U) & 0 & 0 \\ 0 & 2H_+^+(x, U) \end{pmatrix}. \] (A28)
Here we denote
\[ F^{\pm}_{L}(x, U) = G_{\pm}(x) + j[G_{L}(x)f_{L}^{z} \pm G_{R}(x)f_{R}^{z}] + k\left[G_{L}(x)f_{L}^{z+} \pm G_{R}(x)f_{R}^{z+}\right], \]  
with \( j, k = (+, -, \ldots) \)

\[ H^{\pm}_{L}(x, U) = \left\{ G_{L}(x)f_{L}^{z} \pm G_{R}(x)f_{R}^{z} + \eta[G_{L}(x)f_{L}^{z-} \pm G_{R}(x)f_{R}^{z-}]\right\} \frac{\hbar}{\sqrt{4\hbar^{2} + J^{2}(x)}}, \]
\[ J^{\pm}_{L}(x, U) = \left\{ G_{L}(x)f_{L}^{z} \pm G_{R}(x)f_{R}^{z} + \eta[G_{L}(x)f_{L}^{z-} \pm G_{R}(x)f_{R}^{z-}]\right\} \frac{J(x)}{\sqrt{4\hbar^{2} + J^{2}(x)}}; \]

and \( \eta = \pm 1 \). Notice that \( H^{0}_{L}(x, U)/h = J^{0}_{L}(x, U)/J(x) \). In Eq. (A29) the notation \( G_{\pm}(x) = G_{L}(x) \pm G_{R}(x) \) is introduced.

In the case of noninteracting electrons, \( U = 0 \), the analytical solution can be simplified for a symmetric tunnel junction, \( G_{L}(x = 0) = G_{R}(x = 0) = G \), \( J_{L}(x = 0) = J_{R}(x = 0) \). We solve the system (A24) by perturbation theory with \( R_{L}(t) \approx R_{L}^{0}(t) + R_{L}^{1}(t), R_{L}^{1}(t) \approx x(t) \), assuming the displacement \( x \) to be small. Then the equations for \( R_{L}^{1} \) and \( R_{L}^{2} \) are decoupled from the equations for \( R_{L}^{3} \) and \( R_{L}^{4} \). Therefore the analysis of the mechanical instability in this particular case is reduced to a simpler problem—one has to solve two coupled linear equations

\[
\begin{pmatrix}
R_{L}^{1} \\
R_{L}^{2}
\end{pmatrix}
= \left( \begin{array}{cc}
-2\hbar & -\Gamma \\
\Gamma & -2\hbar
\end{array} \right)
\begin{pmatrix}
R_{L}^{1} \\
R_{L}^{2}
\end{pmatrix}
- \alpha \left( f_{L}^{z} + f_{R}^{z} \right) \left( \Gamma / (2\hbar) \right) x(t),
\]

where \( \alpha > 0 \) (the exchange force per unit QD spin) is the derivative of the exchange energy per unit QD spin, \( J(x) \approx -\alpha x \) (cf. Fig. 1). Substituting the solution \( R_{L}^{2} \) into Eq. (2) of the main text, we obtain the desired Eq. (4).

APPENDIX B: INFLUENCE OF ELECTRIC FIELD ON MAGNETIC SHUTTLING

In our theory we neglected electric forces despite the fact that there is a bias voltage in the system. To justify this approach we at first compare the strength of electric and exchange forces assuming that the electric field can be roughly estimated as \( E \sim V/d \) (\( d \) is the width of the gap between the leads). We estimate the exchange force as \( J/l \) (\( l \) is the decay length of exchange interaction). For \( eV \sim 10T \Gamma \), the ratio of electric to exchange force is about 0.3, therefore electric forces can be neglected.

For a doubly occupied quantum dot the exchange interaction between dot and leads disappears and therefore the electric field dominates the shuttle dynamics. For \( T \neq 0 \) the electric field determines both the rate of pumping \( r \) and the rate of damping (friction \( \gamma_{J} \)) of the mechanical vibrations. In order to compare the rates of pumping and damping we use a simple model of an electric shuttle comprising a one-level quantum dot. The pumping rate of the dot center-of-mass vibration amplitude was evaluated in Ref. [12]

\[ r = \frac{2\Gamma eE}{\hbar m \omega^{2} \lambda}. \]  

As for the damping rate it was shown in Ref. [13] that a nonzero temperature in the source electrode leads to the appearance of a temperature-dependent friction coefficient of the form

\[ \gamma_{J} = \frac{\hbar}{4m} \left( \frac{eE^{2}}{\Gamma^{2} + (\hbar \omega)^{2}} \right) \frac{1}{T \cosh^{2}[(\delta \omega - \mu_{L})/2T]} \]  

where an antiadiabatic regime (\( \hbar \omega \gtrsim \Gamma \)) of shuttle oscillations is considered. In what follows we omit the numerical factor in Eq. (B3) since we use this one-level model just for estimates. Notice that in the transition region [see Fig. 2(b) (left panel)] the hyperbolic cosine is close to unity therefore friction is not exponentially small and it could strongly influence electric shuttle dynamics. Thus, two inequalities on the electric force should hold, i.e., \( eE > T/\lambda \) (under this condition the damping impedes electric shuttling) and \( eE \ll J/l \) (under this condition one can neglect the electric force as compared to the magnetic one). These inequalities for \( \lambda \sim l \) result in the condition \( J \gg T \). For model parameters consistent with fullerene-based experiments [5,14], our numerical calculations show that there is no magnetic shuttle for large \( J \) due to the magnetic friction. We conclude that friction, although it strongly influences the net pumping rate \( r \rightarrow 2\gamma_{J} \), cannot impede electric shuttling for the range of parameters used in our model. However the amplitude of the developed electric shuttle is \( \sqrt{J/(eE\lambda)} \) times smaller than the amplitude of the magnetic shuttle. This implies the exponential decrease of an electric current that occurs when one crosses the critical curve and turns from a magnetic shuttling regime to an electric shuttling one.

In Fig. 3 we depict \( U_{c}(T) \) dependence for an asymmetrically biased device, when we assume \( f_{R}(e) \rightarrow 0 \). One can clearly see an accurate linear dependence in a large temperature interval in full agreement with Eq. (5). Moreover, using the value \( n_{c} \approx 0.28 \) obtained in our numerical analysis, one finds from Eqs. (5) and (1) that the slope \( s(n_{c}, \gamma) \equiv dU_{c}/dT \) for \( \gamma = 1 \) is \( s(\gamma = 1) 
\approx 1.27 \). This can be compared with the slope \( s \approx 1.0 \) of the curve plotted for \( \gamma = 1 \) in Fig. 3. We conclude that there is good agreement between the exact numerical result and what we anticipated from our qualitative picture of Coulomb promoted magnetic-shuttle spintromechanics.